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Abstract—In this work, we ponder the following research
question: Is it possible to predict if a given student might
either fail or drop out of an undergraduate course taking into
account its performance in prerequisite courses? Therefore, we
study the case of forecasting the risk faced by students of
failing or dropping out of the course of numerical methods in
an engineering bachelor’s program. To this end, the prediction
is based on the student’s academic history, which consists of
the grades the student has obtained in previous prerequisite
courses, whose concepts and skills are required to succeed in
the studied case of the numerical methods course. Additionally,
the admission test results are also used for forecasting purposes.
Moreover, we adopt machine learning, where supervised methods
for classification are fitted using the academic history of students
enrolled in the Engineering bachelor’s program with a major in
Systems Engineering at the University of Córdoba in Colombia.
We collected the academic history of 56 anonymized students
and carried out 10-fold cross-validation. The results of this
study reveal that a support vector machines method predicts
if a given student is at risk of failing or withdrawing from
the numerical methods course with mean values for accuracy,
precision, recall, and harmonic mean (F1) of 76.67%, 71.67%,
51.67%, and 57.67%, respectively. This method outperforms the
others studied in this work.

Keywords—Machine learning; educational data mining; classi-
fication algorithm; dropout and failure forecasting; student long-
term retention.

I. INTRODUCTION

This work is part of a broader project called Course Prophet,
whose goal is to design and implement an intelligence system
that predicts if a student is at risk of failing or dropping a
bachelor’s course, that belongs to the scientific computing
area in engineering, such as, e.g., numerical methods, linear
programming, and so forth. Therefore, in this work, we have
studied the case of forecasting if a given student might fail or
withdraw from the numerical methods course in the context
of a bachelor’s program with a major in systems engineering
at the University of Córdoba in Colombia.

The problem coped in this work shall be defined in Sec-
tion I-A, whilst we shall discuss the motivation to solve
it in Section I-B. In Section I-C, we shall present the key
assumptions taken into account in this study, and its scope.

Furthermore, we shall outline the contributions and organiza-
tion of the remainder of this paper in Section I-D.

A. Problem statement

In a bachelor’s degree, courses are organized and grouped
into each semester to train students. The foundation of each
subject is typically covered in the first semesters, with more
advanced topics introduced in the later semesters. This gradual
progression enables students to acquire skills and knowledge
progressively, starting with the basic concepts and building
towards more elaborated theories. However, students may still
find the coursework challenging at times, and instructors need
to ensure that they do not become overwhelmed, to ensure a
positive learning experience. So, some courses are prerequi-
sites of more advanced ones, for instance, differential calculus
is required to understand linear and non-linear programming.
Therefore, it is expected that the student’s performance in a
given course is influenced by their performance in prerequisite
courses. For example, a student who struggled to pass differ-
ential calculus might have poor performance in differential
equations and numerical methods.

Considering the relationship between courses, we ponder the
following research question: Can an artificial intelligence sys-
tem learn the regular patterns in a student’s academic history to
predict whether the student is at risk of failing or withdrawing
from a course, based on their academic performance in the
prerequisite courses?

To answer this question, we studied the case of the nu-
merical methods course, which builds on concepts taught
in prerequisite courses like calculus, physics, and computer
programming. This case study focused on the context of
the engineering students at the University of Córdoba in
Colombia, a public university.

To determine a student’s risk of failing or withdrawing from
the numerical methods course, we analysed their performance
in these prerequisite courses. In addition, we also considered
their performance in the Saber 11 test, which is the standard-
ized test used for bachelor program admission in Colombia.
In the United States, a similar test called the Scholastic
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Assessment Test (SAT) is used for the same purpose. The
University of Córdoba admits or rejects candidates based on
their Saber 11 test scores.

The performance in prerequisite courses is measured
through the student’s grades, whilst the admission test scores
achieved by the student, measure their proficiency in every
subject evaluated in the Saber 11 test. Therefore the student’s
grades and Saber 11 scores are the independent variables or
the student’s features, whereas the failure or dropout risk is the
target variable (a.k.a., dependent variable), hence, the problem
is finding the functional dependency between independent
variables and the target variable. In the particular context of
this study, the artificial intelligence system must infer the
regular patterns between the risk of failing or withdrawing
from the numerical methods course and the grades and Saber
11 scores achieved by the students in the past.

B. Motivation

Bachelor students at Colombian universities are graded
in the range from 0 up to 5. To maintain their student status,
bachelor students at Colombian universities must achieve a
minimum global average grade. At the University of Córdoba,
students are required to maintain a global average grade of at
least 3.3, as specified in Article 16 of the university’s student
code [1]. Article 28-th of the university’s code states that if a
student’s global average grade is between 3 and 3.3, they must
increase their grade to at least 3.3 in the next semester or risk
being dropped out. If a student’s grade falls below 3, they are
automatically withdrawn from the university (cf., article 16-
th in the student’s code [1]). The student who fails courses
might lose their student status according to university rules.
This problem is commonly referred to as student dropout.

On the other hand, those students who dropout courses
might take longer to fulfil the requirements to receive their
bachelor’s degree. This problem is known as long-term reten-
tion. Both issues might cause students psychological issues,
frustration, and financial loss.

Identifying students at risk in advance, allows professors
and lecturers to run plans of action and strategies to handle
previously mentioned issues. Moreover, precautions may be
taken to prevent those students from failing or withdrawing
from their courses. Some strategies include psychological sup-
port for students, or professors might suggest books, papers, or
websites, amongst other educative resources, which students at
risk might consult to review the material required to succeed
in the course.

Thus, eventually, students’ dropout and long-term retention
rates might decrease, considering that both problems are a
serious concern in the higher education systems and for policy-
making stakeholders at universities [2].

C. Key Assumptions and Limitations

In this study we have taken into account the following
assumptions:
• In the context of this study, we assumed that to succeed in

Numerical Methods course, the prerequisites are Linear

Algebra, Calculus I, II, III, Physics I, II, III, Introduction
to Computer Programming, Computer Programming I, II,
and III. The subjects included in the Numerical Methods
course are as follows:

(i) Approximations and computer arithmetic: the con-
cepts to understands these subjects are taught in
Introduction to Computer Programming.

(ii) Non-linear equations: students must have a working
knowledge of integral calculus (taught in Calculus
II), be able to program computers using iterative
and selective control structures (skills taught in
both Introduction to Computer Programming and
Computer Programming I), and understand Taylor
series, which is the foundation of the secant method,
a numerical method used to solve non-linear equa-
tions.

(iii) Systems of linear equations: the student must be
familiar with matrix and vector operations taught
in linear algebra in order to understand numerical
methods such as, e.g., Gauss-Seidel or Jacobi. Be-
sides, programming such methods are subjects dealt
in computer programming II course.

(iv) Interpolation: the student must know the topics
taught in calculus II to understand the background
of the Taylor polynomial interpolation, and the
subjects taught in courses such as linear algebra,
computer programming I, and II to implement the
other numerical methods for interpolation.

(v) Numerical integration: in this subject, algorithms
are used for computing integrals which cannot be
solved through analytic methods, hence, the student
must know what integration is (taught in calculus
II course), and how to calculate some integrals to
understand this subject.

(vi) Ordinary differential equations: In this subject, the
student must know concepts from all prior math-
ematics courses. It would be appropriate if the
student would have attended a differential equation
course, however, in the context of this study, this
course is simultaneously scheduled with numeri-
cal methods, so students attend both in the same
semester.

(vii) Numerical optimization: this subject is an introduc-
tion for more advanced courses such as, e.g., statis-
tics, linear and non-linear programming, stochastic
methods courses, and machine learning. To under-
stand this subject, the student must have mastered
topics taught in courses, such as computer pro-
gramming II and III, linear algebra, basic calculus,
and vector calculus (which is taught in calculus III
course).

• We assumed that a given students is at risk as long as
they might either fail or dropout the numerical methods
course.

• We assumed the admission test called Saber 11 might
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be useful to forecast the failure or dropout risk. As a
consequence, the score in each evaluated area is an input
variable for the prediction.

• We assumed that the student’s grades in prerequisite
courses and the score in the admission test are sufficient
input variables for forecasting the failure or dropout risk.

The scope of the research is limited as follows:
• We did not aim at designing an artificial intelligence

system that predicts the dropout rate nor the failure rate
of a given course.

• We did not consider additional input variables for the
prediction, such as, e.g., gender, ethnicity, or economic
variables, because the students who took the survey are
alike regarding these features. Thus, these features do not
help to differentiate students contributing little informa-
tion to the forecasting process. For instance, Figure 1
shows that 83.95% of the students in the sample are male.
Figure 2 indicates that over 90% of the students do not
consider themselves part of an ethnic group. Additionally,
Figure 3 reveals that more than 80% of the students
belong to the first economical stratum. This aligns with
the information presented in Figure 4, where over 90% of
the students’ family incomes are lower than two monthly
minimum wages.

Figure 1. Sample distribution according to the students’ gender.

D. Contributions and Paper Outline

The contributions of this work are as follows:
(i) A dataset with 56 records, each one with 38 attributes

corresponding to the independent variables, and another
attribute, which is the target variable. These students
have attended courses from the fifth semester up to the
ninth semester during the second half of 2022.

(ii) The prototype of an intelligence system that learns
regular patterns from the students’ academic history to
predict if a student might fail or dropout the numerical
methods course.

Figure 2. Sample distribution according to the students’ ethnic group.

Figure 3. Sample distribution according to the students’ economic stratifica-
tion.

(iii) An empirical study that reveals the support vector ma-
chine outperforms decision trees, Gaussian processes,
artificial neural networks, amongst other machine learn-
ing methods. During the evaluation, the support vec-
tor machines achieved the mean values for accuracy,
precision, recall, and harmonic mean (F1) of 76.67%,
71.67%, 51.67%, and 57.67%, respectively.

The rest of this paper is outlined as follows: in Section II,
we shall discuss the prior research on the problem addressed in
this work, whilst we present the methods adopted in this study
in Section III. In Section IV, we shall delve into de details of
experimental setting, present and analyse the results. Finally,
we shall draw the conclusions of this study and describe
directions for further work in Section V.
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Figure 4. Sample distribution according to the students’ family incomes in terms of Monthly Minimum Wages (MMW).

II. RELATED WORK

This work falls within the domain of educational data min-
ing, which aims to apply machine learning methods to large
educational datasets to gain insights into students’ learning
behaviour. This includes analysing educational data, studying
pedagogical theories using data mining, understanding stu-
dents’ domain knowledge, and evaluating their engagement
in learning tasks.

Although course failure and dropout are general education
problems, they have been mainly studied in the context of
online education where predicting student dropout is a con-
cerning issue. Previous research has used machine learning
methods to forecast whether a given student will drop out
of specific online courses, such as Computer Networks and
Communications, and Web Design [3]. In contrast, our study
aims not only to predict dropout but also to forecast the risk
of failing a course. Additionally, our system aims to make
predictions before the student begins the course, whilst the
previously mentioned study has focused on predicting dropout
during the course development.

Other studies have also focused on predicting failure and
dropout risk, but they have used different independent vari-
ables compared to those in our study. For example, some stud-
ies have used the number of course views and scores achieved
in assignments, tests, and projects as independent variables [4].
Other studies have used variables such as academic year, in
addition to the aforementioned variables and others [5].

Only academic data, such as, e.g., students’ age and grades
have been used for predicting students dropout as well. How-
ever, grades have been considered ordinal data in lieu of
quantitative information in some studies [6].

More recent studies conducted in the context of online
courses have focused on the prediction of course dropout
risk in STEM (Science, Technology, Engineering, and Math-
ematics) oriented courses [7] and mathematics course [8].
These studies use various independent variables, including
the number of content downloads, scores obtained on weekly
quizzes, video lesson views, and overall student activity in the
course. The target variable is the course dropout risk.

It is important to note that in both of the latter related
works, the prediction of the risk of not completing the course is
primarily based on the student’s behaviour during the learning
process. Nevertheless, our study takes a different approach by
focusing on the performance of the student in previous courses.

Additionally, other study is focused on predicting dropout
from bachelor’s degree instead of a specific course [9].

Furthermore, in the above-mentioned related works, the
following machine learning classifiers have been adopted: ar-
tificial neural networks or multilayer perceptrons [3]–[6], [8],
support vector machines [3], [4], [9], logistic regression [4],
[7], [9], decision trees [4], [7], [9], ensemble methods with
different kind of classifiers [3], [5], random forest [4]–[6], gra-
dient boosting [6], XGBoost [5], [6], and variants of gradient
boosting [6], [9], namely CatBoost [10] and LightGBM [11].

Finally, as far as we know, no related work has focused on
the independent variables that we consider in this work, which
are based on prerequisite student performance. Our aim is to
predict the risk of failure or dropout for a specific course.

III. METHODS

In this work, we adopted a quantitative approach, using
students’ grades that measure the performance during their
academic history, including their scores achieved in the ad-
mission test known as Saber 11. Moreover, due to we used
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machine learning methods for forecasting, this work is also
experimental regarding the nature of this approach, i.e., ma-
chine learning is an empirical discipline. With the experimental
work, our goal is measuring the quality of the forecasting that
depends on the capability of the machine learning methods to
generalize properly with new input data.

In order to fit the machine learning methods, it is necessary
to collect a dataset that include the history of students who
have failed, dropped out and succeeded the numerical methods
course, including their performance in the prerequisite courses
and admission test. The machine learning methods capture
the regular patterns that let the intelligence system predict
the target variable given new input variables corresponding
to future students.

The remainder of this section is organized as follows: we
shall explain the procedure carried out to collect the dataset
in Section III-A. In Section III-B, we shall discuss about
the machine learning methods adopted in this study. Finally,
in Section III-C, we shall describe the evaluation approach
conducted in this work.

A. The Dataset Collection

In 2022, we conducted a survey on 81 students pursuing
the bachelor’s degree of engineering with major in systems
engineering at the University of Córdoba in Colombia. These
students have attended courses from the fifth semester up to
the ninth semester.

In 2018, the curriculum structure of the above-mentioned
bachelor’s changed, thereby, we dropped 25 records corre-
sponding to those students who started to pursue the bachelor’s
degree with the previous curriculum structure. Therefore the
resulting dataset contains 56 out of 81 original records.

Let D = {(xi, yi)|xi ∈ RD ∧ yi ∈ {0, 1}∀i = 1, 2, . . . n}
be the complete dataset, where D and n are the number of
independent variables and records, respectively. If the ith stu-
dent either failed or dropped out the numerical method course,
the target variable is equal to one, i.e., yi = 1, otherwise it
is equal to zero, i.e., yi = 0. The real-valued xi represents
the ith student’s record, and its components represent the
independent variables. The first five components are scores
achieved by a given student in each subject evaluated through
the admission test called Saber 11, and each score is in the
range of 0 up to 100, i.e., xij ∈ Z, where 0 ≤ xij ≤ 100
for j = 1, 2, . . . , 5. On the other hand, for each prerequisite
course, there are components whose values are the student’s
highest and lowest grade, including the number of semesters
the student has attended the course. Each grade is a real-
valued number between 0 and 5. There are eleven prerequisite
courses, hence, there are thirty three components, besides the
previous five ones, thereby, there is a total of 38 components
in every vector, i.e., D = 38. The meaning of each component
is explained as follows:
• xi1 is the score achieved by the ith student in the

mathematics subject of the admission test.
• xi2 is the score achieved by the ith student in the natural

science subject of the admission test.

• xi3 is the score achieved by the ith student in the social
science subject of the admission test.

• xi4 is the score achieved by the ith student in the critical
reading subject of the admission test.

• xi5 is the score achieved by the ith student in the social
English proficiency evaluation of the admission test.

• xi6 is the best grade that a given student achieved in
Calculus I course.

• xi7 is the number of semester a given student has attended
the Calculus I course.

• xi8 is the worst that a given student achieved in Calculus
I course.

• xi9 is the best grade that a given student achieved in
Calculus II course.

• xi,10 is the number of semester a given student has
attended the Calculus II course.

• xi,11 is the worst that a given student achieved in Calculus
II course.

• xi,12 is the best grade that a given student achieved in
Calculus III course.

• xi,13 is the number of semester a given student has
attended the calculus III course.

• xi,14 is the worst that a given student achieved in Calculus
III course.

• xi,15 is the best grade that a given student achieved in
Linear Algebra course.

• xi,16 is the number of semester a given student has
attended the Linear Algebra course.

• xi,17 is the worst that a given student achieved in Linear
Algebra course.

• xi,18 is the best grade that a given student achieved in
Physics I course.

• xi,19 is the number of semester a given student has
attended the Physics I course.

• xi,20 is the worst that a given student achieved in Physics
I course.

• xi,21 is the best grade that a given student achieved in
Physics II course.

• xi,22 is the number of semester a given student has
attended the Physics II course.

• xi,23 is the worst that a given student achieved in Physics
II course.

• xi,24 is the best grade that a given student achieved in
Physics III course.

• xi,25 is the number of semester a given student has
attended the Physics III course.

• xi,26 is the worst that a given student achieved in Physics
III course.

• xi,27 is the best grade that a given student achieved in
Introduction to Computer Programming course.

• xi,28 is the number of semester a given student has
attended the Introduction to Computer Programming
course.

• xi,29 is the worst that a given student achieved in Intro-
duction to Computer Programming course.

• xi,30 is the best grade that a given student achieved in
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Computer Programming I course.
• xi,31 is the number of semester a given student has

attended the Computer Programming I course.
• xi,32 is the worst that a given student achieved in Com-

puter Programming I course.
• xi,33 is the best grade that a given student achieved in

Computer Programming II course.
• xi,34 is the number of semester a given student has

attended the Computer Programming II course.
• xi,35 is the worst that a given student achieved in Com-

puter Programming II course.
• xi,36 is the best grade that a given student achieved in

Computer Programming III course.
• xi,37 is the number of semester a given student has

attended the Computer Programming III course.
• xi,38 is the worst that a given student achieved in Com-

puter Programming III course.

The dataset is not utterly balanced, nevertheless, Figure 5
shows it contains enough positive examples, namely those
where the students have either failed or dropped out courses.

Figure 5. Distribution of students who have failed or dropped out the
numerical course in compared to those ones who passed it

B. Classification Methods

The problem addressed in this work is finding the functional
dependency between the independent variables, x ∈ RD, and
the target variable, y ∈ {0, 1}, in other words, fitting the
function f : RD → {0, 1} given the training dataset (which
is a portion of the whole dataset). To cope this problem we
adopted supervised learning approach, specifically, classifica-
tion methods.

We used logistic regression as our first classification method
to predict the probability between two possible outcomes.
Logistic regression utilizes the sigmoid function of the linear
combination between input variables and weights, which are
fitted by maximizing the objective function based on the log-
likelihood of the training data given the binary outcome [12].

We fitted the logistic regression classifier through Limited-
memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algo-
rithm [13], [14].

With the logistic regression method, it is assumed there
exists a discriminant hyperplane to separate the examples in
two classes, which might be a reasonable assumption regarding
the high dimensionality of the dataset used in this study.
Nevertheless, we also adopted other classifiers that are far
better suited for non-linear classification problems, such as
the Gaussian process classifier. This is a probabilistic method
based on Bayesian inference. In the Gaussian process, the
probability distribution of the target variable is Gaussian or
normal, this explains the name of the method [15], [16].
The main advantage of the Gaussian process classifier is
the possibility of incorporating prior knowledge about the
problem, improving its forecasting even when the training
dataset is small. However, the computational cost of fitting
and making predictions with this method can become an issue
in domains with large-scaled datasets. In the context of this
study, the dataset is rather small, which makes the Gaussian
process classifier a suitable choice.

So far, the support vector machines (SVM) method is the
best theoretical motivated and one of the most successful
methods in the practice of modern machine learning [17, pg.
79]. It is based on convex optimization, allowing for a global
maximum solution to be found, which is its main advantage.
However, SVM method is not well-suited for interpretation in
data mining and is better suited for training accurate intelligent
systems. A broader description of this algorithm can be found
in the work by Cortes and Vapnik [18].

Both SVM and logistic regression are linear classification
methods that assume the input vector space can be separated
by a linear decision boundary (or a hyperplane in the case of
a multidimensional space). However, when this assumption is
not satisfied, SVM can be used with kernel methods to handle
non-linear decision boundaries (see Cortes and Vapnik [18]
for further details).

Although SVM method is considered one of the most suc-
cessful methods in the practice of modern machine learning,
multilayer perceptrons and their variants, which are artificial
neural networks, are the most successful methods in the
practice of deep learning and big data, particularly in tasks
such as speech recognition, computer vision, natural language
processing, and so forth. [19, pg. 3]. In this research, we
have adopted the multilayer perceptrons fitted through back-
propagated cross-entropy error [20], and the optimization al-
gorithm known as Adam [21]. We used multilayer perceptrons
with one and five hidden layers.

The multilayer perceptron method is a universal approxi-
mator (i.e., it is able to approximate any function for either
classification or regression), which is its main advantage.
However, its main disadvantage is that the objective function
(a.k.a., loss function) based on the cross-entropy error is
not convex. Therefore, the synaptic weights obtained through
the fitting process might not converge to the most optimum
solution because there are several local minima in the objective
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function. Thus, finding a solution depends on the random
initialization of the synaptic weights. Furthermore, multilayer
perceptrons have more hyperparameters to be tuned than other
learning algorithms (e.g., support vector machines or naive
Bayes), which is an additional shortcoming.

Except for the logistic regression method, all the above-
mentioned methods are not easily interpretable. Therefore,
we adopted decision trees, which are classification algorithms
commonly used in data mining and knowledge discovery.
In decision tree training, a tree is created using the dataset
as input, where each internal node represents a test on an
independent variable, each branch represents the result of the
test, and leaves represent forecasted classes. The construction
of the tree is carried out in a recursive way, beginning with
the whole dataset as the root node, and at each iteration, the
fitting algorithm selects the next attribute that best separates
the data into different classes. The fitting algorithm can be
stopped based on several criteria, such as when all the training
data is classified or when the accuracy or performance of the
classifier cannot be further improved.

Decision trees are fitted through heuristic algorithms, such
as greedy algorithms, which may lead to several local optimal
solutions at each node. This is one of the reasons why there is
no guarantee that the learning algorithm will converge to the
most optimal solution, as is also the case with the multilayer
perceptrons algorithm. Therefore, this is the main drawback
of decision trees, and it can cause completely different tree
shapes due to small variations in the training dataset. The
decision trees were proposed in 1984, Breiman et al. delve into
their details (cf., [22]). We also adopted ensemble methods
based on multiple decision trees such as, e.g., Adaboost
(stands for adaptive boosting) [23], Random forest [24], and
XGBoost [25].

C. Evaluation Approach

To evaluate the machine learning methods, we need several
pairs of training and test datasets. To this end, we carried
out experiments based on K-Fold Cross-Validation (KFCV),
hence, from the original dataset, we get K pairs of training
and test datasets. We chose K = 10, where it is usually 10
or 30. We did not choose K = 30 because the dataset is
small. Thus, we test each method K times through KFCV.
With the test outcomes, we calculate the mean accuracy, mean
precision, and mean recall to compare the learning methods,
and choosing the best hyper-parameters for each method (e.g.,
the regularization parameter in the multilayer perceptrons and
logistic regression).

IV. EVALUATION

Given the no free lunch theorem, there is no universal best
machine learning method for the problem at hand. To iden-
tify the most effective method, we conducted an experiment
using the models described in Section III-B. Details of the
experimental setup can be found in Section IV-A, with results
and their discussion presented in Sections IV-B and IV-C,
respectively.

A. Experimental Setting

The evaluation is conducted through K-fold cross-
validation, where K = 10, as it was mentioned in Section III-C.
This procedure is preformed in a dataset that contains 56
records or examples, with 38 independent variables for each
example (see Section III-A). The dataset is available online
to allow the reproduction of our study, and for further re-
search [26].

Finally, we programmed all the experiments with Python,
using the Scikit-Learn library [27], in Google Colabora-
tory [28].

B. Results

The results of the 10-fold cross-validation evaluation are
summarized in table I. Support vector machines (SVM) with
radial basis function kernel outperforms the other classifi-
cation methods in terms of accuracy and harmonic mean
(F1). Nonetheless, Random forest classifier achieved the high-
est precision, whilst the decision tree classification method
reached the best recall.

The mean recall value of the SVM with radial basis is in
line with the confusion matrix presented in Table II. During
all iterations of the 10-fold cross-validation evaluation, the
classifier correctly predicted only 11 out of 21 students at risk,
resulting in almost half of the actual positive examples being
falsely classified as negative (i.e., false negative instances).
Conversely, the SVM classifier misclassified only three ex-
amples as positive, which aligns with the mean precision
achieved during the evaluation. These results indicate that the
classifier has a low probability of misclassifying students not
at risk as being at risk, which is beneficial in avoiding the
wastage of resources for students who do not need them.
However, this classifier might miss identifying some students
who are actually at risk. The decision tree with entropy index
outperformed the recall of others classifiers, nevertheless, the
mean recall difference between the decision tree and SVM is
not statistically significant (i.e., p-value > 0.05), as it is shown
in Table I.

Regarding the size of the dataset, Figure 6 shows the re-
ceiver operating characteristics (ROC) curve for the SVM with
radial basis function kernel. The area under the curve (AUC) of
0.68 indicates that the classifier performs better than random
guessing, or that it provides some level of discrimination
between positive and negative examples. However, a larger
dataset might improve this performance. It is worth noting
that the AUC of this classifier is lower than the AUC of
the classifiers shown in Figure 7. In particular, random forest
outperforms the other classification methods in distinguishing
between positive and negative examples, with an AUC of 0.77.

In the domain of this study, where we are interesting in
predicting students at risk, it might be more important a
classification method that forecasts accurately to either avoid
spend resources in students who do not require them, or
to not help students who actually might fail or dropout the
numerical methods course. In other domains, such as, e.g.,
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TABLE I
TEN-FOLD CROSS-VALIDATION RESULTS

Machine learning Mean Mean Mean Mean
method Accuracy (%) p-value Precision (%) p-value Recall (%) p-value F1 (%) p-value

Support vector
machines with the
radial basis function
kernel

76.67 71.67 51.67 57.67

Support vector
machines with the
sigmoid kernel

71.67 0.45 40 0.15 23.33 0.08 28.33 0.08

Support vector
machines with the
polynomial kernel
(degree = 3)

66.67 2.26 48.33 0.22 48.33 0.84 46.67 0.51

Decision tree with
entropy index 68.33 0.34 48.33 0.18 70 0.3 56.57 0.94
Decision tree with
gini index

62.33 0.11 47.5 0.18 56.67 0.76 50 0.61

Logistic regression 64 0.1 47.5 0.24 28.33 0.09 33.33 0.1
Multilayer perceptron
with a single hidden
layer

57 0.005† 18.33 0.006† 25 0.1 20 0.01†

Multilayer perceptron
with five hidden
layers 64.33 0.04† 6.67 0.0003† 10 0.01† 8 0.001†
Gaussian process
with the rational
quadratic kernel 68.67 0.31 50 0.32 28.33 0.14 35 0.17
Gaussian process
with the periodic
kernel 62.33 0.01† 0 3.57× 10−5† 0 1.3× 10−4† 0 3.05× 10−5†

Gaussian process
with the dot product
kernel 62.33 0.04† 43.33 0.12 43.33 0.61 39.67 0.21
Gaussian process
with the Matern ker-
nel

69.67 0.32 65 0.72 38.33 0.3 38.33 0.45

Gaussian process
with the radial basis
function kernel 73.33 0.66 70 0.93 48.33 0.82 53.67 0.78
Gaussian process
with a sum of radial
basis function and
Matern kernel

70 0.4 63.33 0.68 38.33 0.37 45.67 0.44

Random forest with
the entropy index

72 0.56 75.83 0.82 48.33 0.8 55.67 0.88

Adaboost with the
entropy index 66.33 0.23 46.67 0.15 65 0.43 53.57 0.79
XGBoost 61 0.08 45.83 0.18 38.33 0.37 39.67 0.24
†Student’s paired t-test reveals the difference between means is statistically significant

TABLE II
CONFUSION MATRIX FOR SUPPORT VECTOR MACHINES WITH RADIAL

BASIS FUNCTION

Forecasted class
True class Student without risk Student at risk Total
Student without risk 32 3 35
Student at risk 10 11 21
Total 42 14 56

fraud detection, it might be far more useful a classifier with
high AUC to minimize false positives.

Furthermore, the best hyper-parameter setting for each ap-

proach, corresponding with the results shown in table I, is
presented as follows:

• Gaussian process classifier with radial basis function
kernel, the best values for σ and γ are 4 and 8, re-
spectively, where both values are applied to the formula
kG(xi,xj) = γ exp(−||xj − xi||2/2σ2).

• Gaussian process classifier with Matern kernel,
the best values for nu, σ and γ are 1.5,
3 and 1.5 × 10−5, respectively, where these
values are applied to the formula kM (xi,xj) =

γ 1
Γ(ν)2ν−1

(√2ν||xj−xi||2
σ

)ν
Kν

(√2ν||xj−xi||2
σ

)
, where

Kν(·) and Γ(·) are the modified Bessel function and the
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Figure 6. The ROC curve for support vector machine with radial basis function kernel

gamma function, respectively.
• Gaussian process classifier with the combination be-

tween radial basis function and Matern kernel as follows:
k(xi,xj) = γGkG(xi,xj) + γMkM (xi,xj), where γG
and γM are 8 and 1.5 × 10−5, respectively. The hyper-
parameter values used in the two previous kernels are
also used in this combination.

• Gaussian process classifier with dot product kernel, which
is defined a follows: kd(xi,xj) = 1 + 〈xi,xj〉.

• Gaussian process classifier with periodic kernel, where
sigma and p (periodicity) are 2−16 and 3, respectively.
The periodic kernel is defined as follows: kp(xi,xj) =

exp
(
− 2 sin2(π||xj−xi||2/p)

σ2

)
.

• Gaussian process classifier with rational quadratic kernel,
where σ and α are both 3 × 105. The kernel is defined
as follows: kr(xi,xj) = (1 + ||xj − xi||2/(2ασ2))−α

• SVM with radial basis function kernel, where γ and C
are 3.9×10−3 and 2, respectively. In this case the kernel
is defined as follows: kG(xi,xj) = exp(−γ||xj −xi||2).

• SVM with polynomial kernel, where d (degree) and C
are 3 and 4096, respectively. The kernel is defined as
follows: kp(xi,xj) = 〈xi,xj〉d.

• SVM with sigmoid kernel, where γ and C are 4.88×10−4

and 32768, respectively. The kernel is defined as follows:
ks(xi,xj) = tanh γ〈xi,xj〉.

• Multilayer perceptron with a single hidden layer, with
600 neurons in the hidden layer. This was fitted with an

initial learning rate and regularization parameter equal to
10−4 and 10−2, respectively. The activation function used
in the hidden layer is hyperbolic tangent function.

• Multilayer perceptron with five hidden layers. The num-
ber of neurons in the first, second, third, fourth, and fifth
layer are 600, 300, 100, 300, and 600, respectively. This
was fitted with an initial learning rate and regularization
parameter equal to 10−4 and 10−2, respectively. The
activation function used in the hidden layer is hyperbolic
tangent function.

• Logistic regression classifier was fitted with a regulariza-
tion parameter of 10−2.

• The decision trees were fitted using both the Gini and
entropy indexes. The parameters used were the given by
default in Scikit-Learn API.

• XGBoost algorithm were fitted with a learning rate,
maximum depth, and number of estimators equal to
3.13 × 10−2, 5, and 50, respectively. Besides, we used
the entropy index in the trees.

• Adaboost algorithm were fitted with a learning rate and
number of estimators equal to 0.13 and 110, respectively.
Besides, we used the entropy index in the trees.

• Random forest were fitted with 15 trees (with entropy
index), at least one sample per leaf, minimum three
samples per split, and a maximum depth of nine levels.
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Figure 7. The ROC curve for a) Gaussian process classifier with Rational quadratic kernel, b) decision tree with entropy index, c) Adaboost, and d) random
forest

C. Discussion

Based on the evaluation results, we found that the Support
Vector Machines (SVM) method with radial basis function
kernels was the most accurate classifier tested in this study.
However, when we conducted a paired t-test, we found statis-
tically significant evidence that SVM outperformed multilayer
perceptrons and Gaussian processes with dot product and
periodic kernels, but we did not find strong statistical evidence
that SVM was more accurate than all the other classifiers.

In addition, the paired t-test showed that the harmonic mean
(F1) of SVM was significantly better than that of multilayer
perceptrons and Gaussian process classifiers with the periodic
kernel. However, we did not find strong statistical evidence for
a significant difference between the harmonic mean of SVM
and the other evaluated classifiers.

Moreover, we observed that the multilayer perceptron and
the Gaussian process classifier with the periodic kernel had
the poorest performance amongst the classifiers tested in this
study. It is possible that increasing the dataset size might
improve the performance of the multilayer perceptron. In con-
trast, the poor performance of the Gaussian process classifier
with the periodic kernel might be due to the model’s inability
to repeat itself exactly.

Whilst the random forest classifier achieved the highest
precision amongst the classifiers tested in this work, the paired
t-test showed no significant difference between its precision
and that of SVM with radial basis function kernels. However,
random forest performed better than SVM in distinguishing
between positive and negative examples, as evidenced by its
higher area under the ROC curve (AUC) of 0.77, compared
to SVM’s AUC of 0.68. This difference is shown in Figures 6
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and 7, and suggests that random forest is better at accurately
identifying true positives and true negatives than SVM, even
though SVM is slightly more accurate overall.

Furthermore, the decision trees that make up the random
forest classifier can be used to extract insights and discover
knowledge that can help formulate theories about how a
student’s performance in prerequisite courses might influence
their performance in numerical methods. By analysing the tree
structure and the features that lead to high or low performance,
we can gain a better understanding of the underlying rela-
tionships between these variables and potentially develop new
strategies for improving student outcomes.

The Gaussian process classifier with the radial basis func-
tion kernel is another strong candidate for classification, as it
was the second most accurate method according to our results.
One advantage of this classifier over SVM is that it provides
a probability estimate of a given student being at risk, which
can be useful for making decisions. In contrast, SVM method
does not provide such a probability estimate.

To draw a more solid conclusion about the best classifier
for this problem, we would need to collect additional data to
evaluate the performance and generalization capability of the
classifiers.

V. CONCLUSIONS AND FUTURE WORK

In this work, we have studied several machine learning
methods for forecasting if a given student is at risk of failing
or withdrawing from the Numerical Methods course based on
their performance in prerequisite courses.

The aforementioned study was conducted using a dataset
with 56 records and 39 variables each (i.e., 38 independent
variables and one target variable), collected from students who
have attended courses from the fifth semester up to ninth
semester during the second half of 2022. The findings of the
study conducted in this work are as follows:

• Support vector machine (SVM) with the radial basis
function is more accurate than the other studied methods,
reaching the mean values for accuracy, precision, recall,
and harmonic mean (F1) of 76.67%, 71.67%, 51.67%,
and 57.67%, respectively.

• Whilst there is no strong statistical evidence that SVM
is more accurate than the other studied methods, there
is solid evidence that SVM with the radial basis function
outperforms the multilayer perceptron with one or several
hidden layers, as well as the Gaussian process classifier
with periodic and dot product kernels.

• SVM performs better with the radial basis function kernel
than with polynomial and sigmoid kernels.

• Gaussian process (GP) performs better with the radial
basis function kernel than with the other kernels evaluated
in this study.

• GP with the radial basis function is the second classifier
more accurate according to the evaluation conducted in
this study.

• During the evaluation, Random forest (RF) was found
to be the third more accurate classifier, with the highest
mean recall amongst all methods.

• There is no statistically significant difference between
the mean recall of RF and SVM with the radial basis
function.

For further work we recommend:
• Collect more data to study the performance of some

learning methods such as, e.g., multilayer perceptron,
random forest, Adaboost, and so forth.

• Combine more kernels in the Gaussian processes to study
their performance.

• Extend this study to other courses besides numerical
methods.

• Analyse the decision trees generated by random forest,
Adaboost, XGBoost, and other methods in more detail,
with the aim of identifying patterns or rules that can help
us gain deeper insights into the problem at hand.

• Propose a novel method that surpasses the performance
of all previously studied methods in this work, achieving
significantly higher accuracy and harmonic mean scores.

• Despite the dataset being sufficiently large, leading to
improved performance of most classification methods
compared to random guessing, with one of them achiev-
ing an area under the ROC curve (AUC) of 0.77, we shall
collect a larger dataset for further research. By doing so,
we might draw more robust conclusions regarding the
performance of the classifiers.

• Investigate the effectiveness of strategies and precautions,
such as, e.g., mentoring programs and personalized feed-
back, in coping with the risks of failure and dropout faced
by students.
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