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Abstract—This paper aims at discussing past limitations set
in sentiment analysis research regarding explicit and implicit
mentions of opinions. Previous studies have regularly neglected
this question in favor of methodical research on standard-
datasets. Furthermore, they were limited to linguistically less-
diverse domains, such as commercial product reviews. We face
this issue by annotating a German-language physician review
dataset that contains numerous implicit, long, and complex
statements that indicate aspect ratings, such as the physician’s
friendliness. We discuss the nature of implicit statements and
present various samples to illustrate the challenge described.

Index Terms—Sentiment analysis; Natural language process-
ing; Aspect phrase extraction.

I. INTRODUCTION

Natural Language Processing (NLP) is a prominent sub-
domain of data science that is concerned with automatic
processing of text data [1]. Natural language data is a chal-
lenge for machines because it is unstructured and contains
imprecision, ambiguity, and vagueness [2]. There are charac-
teristics that make standard language an efficient tool in human
communication, but at which machine language processing
regularly reaches its limits [2], [3]. A thriving topic in NLP
and data science is Aspect-Based Sentiment Analysis (ABSA).
ABSA “consists of two conceptual tasks, namely an aspect
extraction and an aspect sentiment classification” [4], [5].
The aim is to categorize data by aspect and identify the
sentiment polarity associated with each aspect. The subject
of this analysis can be ratings of any kind, such as product
ratings (e.g., cameras) or ratings of services (e.g., physician
reviews). A well-known example is the battery of electronic
products: While “The battery of this phone is quite good” is
an explicit statement, ‘‘The phone lasts all day” is the same
statement but implicitly formulated [6].

As an example for a service review, earlier work [7]
analyzes physician reviews and tries to apply a human-like
language comprehension. The subject of physician reviews
covers healthcare services that have been used by the author or
a third party. These evaluative texts are published by users that
describe their (dis-)satisfaction with a physician’s treatment
[8], [9]. A characteristic of these reviews is that they are often
shaped by the sensitive physician-patient relationship. Due
to this sensitive relationship, which should not be damaged
despite review, many authors of reviews may resort to implicit
statements in order to conceal the actual assessment somewhat.

Implicit statements have the advantage that one does not have
to commit oneself and can always deny in case of doubt. An
example for implicit phrases is the following:

Example 1.
(1) “With this doctor, you don’t just feel like a number.”
(1) “Bei diesem Arzt fühlt man sich nicht nur als Nummer.”

Example 1 shows that a patient was satisfied with the overall
performance. The aspects “time taken” and “friendliness”
are tangent to the positive statement. Both aspects are not
explicitly mentioned but can be deduced. For a human reader,
the connection arises from the overall context, since “being a
number” is a phrase in German for feeling “insignificant” and
“unknown”. It can also be understood as “to be treated without
regard to personal circumstances.” While sentiment analysis
approaches are quite capable of identifying the positive tenor,
the domain-specific aspect classes remain unknown. To be
able to process these reviews by machine with regard to
aspects and associated sentiments, extensive datasets must be
created and machine learning methods are trained with these
datasets. A great number of previous research studies in this
area focused on explicit statements and explicitly excluded
implicit statements in some parts [10]. Moreover, studies often
used the same datasets provided by Pontiki et al. [11]–[13], as
survey papers demonstrate [14]–[16]. Hence, previous research
is limited to what the datasets enable it to investigate. For
example, the annotation guidelines of Pontiki et al. [17] state
that only explicitly mentioned aspects should be annotated and
that only one aspect in a sentence should be marked. Hence,
researchers may train models that unlearn things that were
not marked, due to these artificial boundaries. To make these
statements visible by machine, we aim at implicit and explicit
rating phrases in user-generated text. In this paper, we want
to draw attention to the issue, show related work, and provide
ideas to handle it.

This short paper is structured as follows: Section II presents
related work for this paper. Based on this, we present examples
for implicitness in review texts (Section III) and discuss them
(Section IV). Finally, we conclude our work in Section V.

II. RELATED WORK

In this section, we provide the related work with focus on
deep learning for NLP (cf. Section II-A), sentiment analysis
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(cf. Section II-B), and user-generated content (cf. Section II-C).

A. Natural Language Processing

There has been great progress for NLP methods in recent
years. Most notably, deep learning has evolved as the go-to
method that improved the state-of-the-art in nearly all NLP
tasks, such as question answering, sentiment analysis, and
others. Here, transformers are the most important development
[8], [18], [19]. Transformers apply a number of deep learning
layers equipped with attention technology rather than recurrent
neural networks [18]. This leads to favorable results and
resource efficiency. Most notably, attention can process text
sequences as a whole, i.e., it can weight words in a sentence
according to their importance for the task it is learning [18],
[19]. Recurrent networks such as Long Short-Term Memories
(LSTMs) [20], on the other hand, process data sequentially,
from the beginning to the end and hence only regard the part
they have already seen [18], [19]. Furthermore, transformers
have shifted the way neural networks are trained and handled
for NLP. That is, large-scale models can be pre-trained on large
amounts of raw text on a task that enables the construction
of word vectors. These are representations of words, parts
of words, or letters. The result is large models that can be
shared with others. Industry practitioners can use these models
or further train them for their specific data domain. Most
notably, transformers are rather fine-tuned as a whole instead
of inserting their vectors in other models. This process is called
fine-tuning and describes a transformer receiving an additional
layer and being trained on a downsstream task such as text
classification for sentiment analysis. Here, all layers in the
model are trained for this purpose [19], [21].

B. Sentiment Analysis

The second relevant area of research is sentiment analysis.
We focus on ABSA in particular because we need to extract
relevant statements from texts. Other works deal instead with
document or sentence-based sentiment analyses such as full-
text classification. ABSA can also be handled this way, but
that is not purposeful, because the corresponding text spans
must be extracted to enable further analyses for an in-depth
knowledge of a text’s contents and their explainability, [14]–
[16]. This applies also to the distinction of implicit and
explicit statements.

To describe ABSA and its components, we introduce the
three sub-tasks here: ATE, ACC, and APC. ATE and ACC refer
to Aspect Term Extraction and Aspect Class Classification
[22]. These are usually conducted together [7] and describe the
process of identification and categorization of aspect phrases
in texts. APC refers to the Aspect Polarity Classification and
describes the process of the sentiment polarity identification
[22], e.g., negative or positive sentiment towards a cell phone
battery. We need to conduct the first two steps ATE and ACC
to extract implicit phrases from text. In contrast to studies
such as Kersting & Geierhos [7], [8], we do not aim at topic-
related extraction of aspect categories and their corresponding
phrases. We deal with implicit and explicit phrases and their

distinction. They set up aspect classes, extract them and further
analyze them. However, the work also deals with implicit
aspect phrases.

Several survey studies [14]–[16] present an overview of
ABSA research. As can be seen, most works do not perform
ATE, i.e., they do not provide in-depth analyses and go
for the sentence or document-level. Moreover, they differ
in the datasets they use [13], [23], [24]: Most studies use
datasets from commercial review domains, e.g., for products
or restaurants. They are not related to healthcare topics or
physician reviews. Besides, most neural network approaches
are based on rather common layer types such as (bi-)LSTMs
or transformers. An example study for ABSA research is
the one by De Clercq et al. [24]. They built an ABSA
pipeline for social media data contents related to banking,
retail, and human resources data. However, this does not deal
with implicit statements. Garcia-Pablos et al. [25] present
another example. They use topic modeling for finding thematic
clusters. The topics found by topic modeling are not intuitive
and cannot be clearly delimited for human users [26]. Hence,
such approaches are very limited.

C. Physician Reviews

The third domain of relevant research includes physician
reviews and research dealing with them. Such reviews serve as
a sample domain for NLP research [7], but also are researched
themselves [27], i.e., scholars want to investigate the content
about healthcare providers and their performance. Physician
reviews are published by users on Physician Review Websites
(PRWs) sensibly and on the basis of trust [28]. They describe
inter-personal issues and aspects such as the friendliness of a
healthcare provider. This distinguishes them from commonly
used commercial domains. Physician reviews serve as a good
example for complex data domains [8]. On PRWs, there are
two types of ratings: quantitative ratings such as stars or
grades, and qualitative ratings such as texts. Both form a
review. Quantitative ratings on PRWs are mostly positive [8]
and there are numerous countries covered by PRW.

III. IMPLICITNESS IN ASPECT RICH REVIEW TEXTS

Having presented the most relevant research areas and
selected studies from them, in this section, we present the
challenge of implicit statements in service reviews. Here, we
use data collected for earlier studies and related work [8],
[29]. Hence, we have datasets of three different PRWs from
three German-speaking countries. Here, we selected the review
texts and split them into sentences using the NLP tool Spacy.
We further applied some basic quality requirements such as
a minimum and maximum length to avoid extremely long
sentences spanning over a whole review without punctuation.

The annotation process was organized as follows: First,
the sentences were randomized. We avoided annotator bias
by not revealing further information about a review or the
physician the sentence was written for. The annotation tool
used is called Prodigy, a web-based tool that helps organizing
and saving annotations consistently with multi-user support.
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To keep the data quality high, we consistently monitored the
annotations among team members. Edge cases were noted
and talked through. However, the annotating persons were
experienced with the task. We also wrote annotation guidelines
where we distinguish explicit and implicit statements. This
understanding was applied to the annotations. As a result,
we have over 1400 sentences of which ca. 90% contain
aspects. About 25% contain implicit aspect phrases and ca.
75% explicit. Despite our efforts, we cannot completely rule
out subjectivity and are addressing this issue in future research.

Example 2.
(1) Well, the doctor is a nice person.
(1) Nun, der Doktor ist ein netter Mensch.
(2) When I meet him, he has always a warm smile in his face.
(2) Treffe ich ihn, hat er immer warmes Lächeln im Gesicht.

Sentence (1) in Example 2 does not state an aspect class
explicitly, e.g., by saying “The friendliness is positive.” The
rating towards the physician’s friendliness would rather be
expressed like in Sentence (2). But here again the questions
arise whether naming a word that clearly hints to an aspect
class, e.g., “nice” to “friendliness” is implicit or explicit.
Besides, describing the “warm smile” is implicit: Here, no
aspect class is indicated, but a human reader understands this
interpersonal type of communication. As demonstrated, the
distinction is not always clear or sharp. This is not uncommon
in reviews of medical services, and we explain this with
the sensitive doctor-patient relationship. Another explanation
why reviewers so often resort to implicit statements may also
be the strict rules of the PRWs, which protect against false
reviews. Table I presents a number of examples for implicit
and explicit aspect phrases as they persist in our dataset. As
can be seen the distinction is challenging. To help readers
understand our decisions, we accompany each sentence with
an explanation. We applied a narrow understanding to implicit
aspect phrases in contrast to previous research [7], [8]. They
regard each case in which an aspect phrase is not directly
mentioned as implicit and compare this to, e.g., Pontiki et
al. [13], [17], who focus on directly named aspects. The
following list demonstrates our comprehension of implicit
and explicit aspect phrases:

Implicit phrases

• Statements apparent only when taken as a phrase or by
taking the context as a whole into account, including
idioms. An aspect class can be inferred from the phrase.

• Implicit phrases therefore do not contain explicit word
choices (see underneath) from the aspect classes.

Explicit phrases

• At least one term of the known aspect classes is given,
regardless of the inflectional form or part of speech;
synonyms are included.

• It is made clear what is meant in the annotated phrase.

IV. EXPERIMENT AND DISCUSSION

In this short article, we want to draw particular attention
to the need to give special consideration to implicit aspects
in the evaluation of services and include relevant elucidating
examples. But even the definition of these implicit aspects is
not consistent. We have applied a narrow definition of implicit
phrases, which makes the annotation task more challenging.
Furthermore, the comprehension by Kersting and Geierhos
[8] is easier to understand and apply due to its clear nature.
However, we regard our approach as more sophisticated and
hence useful for research, as easier understanding would
limit the analyses. Kersting and Geierhos [8] do not research
implicitness, but rather make use of implicit and explicit
phrases regardless of whether they belong to either one of
them. As an example, “He is very friendly.”, taken from
Table I, would be considered implicit by Kersting and Geierhos
[8]. This is because the word “friendly” does not name the
corresponding aspect phrase “friendliness”, even though it
(clearly) indicates it. However, our understanding is different:
The example would be considered explicit, because the aspect
class can be identified by human annotators.

Furthermore, to test whether computational models can
learn this understanding, we trained several transformer mod-
els. These extract and classify implicit and explicit phrases
from text based on our data. We conducted the experiment as
a tagging task and thus handled two steps in one (ATE, ACC)
and applied IO-tags, consistent with other works [8]. Based on
Kersting and Geierhos [7], we applied XLM-RoBERTa [21]
to the data, expecting to get favorable results. As the early
experiment shows, it is possible to extract implicit phrases
automatically, e.g., with an F1 score of 0.49 for implicit
phrases. The overall accuracy for the model was 0.78, the F1
score 0.70. Words with explicit aspect mentions and irrelevant
words using the O-tag were easier for the system to detect.
This may be caused by fewer training data for implicit aspect
phrases and their nature of being implicit while not having a
limited or regularly occurring vocabulary.

Naturally, we conducted more and further experiments. A
multi-label multi-class classification on the sentence-level suc-
ceeded and achieved good results. The Label ranking average
precision (LRAP) [30] training XLM-RoBERTa large is 0.90.
This is a very good score as it is close to 1, which would be
best (between 0 and 1). Moreover, when training the tagger,
other models such as BERT [19] in multiple variations (large,
domain-trained, etc.) achieved almost the same scores like
XLM-RoBERTa. A large German version of BERT [31] even
outperformed XLM-RoBERTa large [21] achieving a macro F1
score of 0.74, an accuracy of 0.81 and an F1 score for implicit
phrases of 0.52. Further used parameters were a small batch
size (e.g., 4) and few epochs (8).

As can be seen, machine classification and extraction of
implicit phrases is possible. However, we still need to further
elaborate (and enrich) the definition of implicit aspect phrases.
There is some related work in this area, but that is often
focused on products and its elaboration does not fully reflect
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TABLE I
EXAMPLES OF REVIEW PHRASES

Sentence Class Explanation
“He is very friendly.” explicit What is meant is explicitly made clear in the phrase.
“He is not at all competent.” explicit The competence is directly mentioned by an adjective.
“He does not look me in the eye.” implicit Only a human can guess that this is considered rude, because the

issue is described in a phrase rather than a single adjective.
“My wife and I have been going to this doctor for many years.” implicit A trust relationship can only be derived from this statement.
“I was treated immediately.” implicit A human can guess that there was no waiting time.
“Through him, a disease was finally detected.” implicit Competence can be derived from the context.

the subtleties that come with the evaluation of services and
other inter-personal situations [7, e.g.].

V. CONCLUSION

In this short paper, we have provided insight into implicit
statements that occur in German physician reviews. Implicit
statements are not a new phenomenon in machine processing
of texts, especially not in sentiment analysis. However, implicit
statements occur frequently in the review of medical services.
This is also due to the sensitive physician-patient relationship.
In principle, the challenge seems manageable with machine
learning and clean, well-annotated datasets. We will continue
to follow this path. the implications to the work of non-German
structured languages. Finally, we know that this basic idea is
not only valid for German, but that this challenge of implicit
statements is also found in other languages. We are therefore
eager to develop our approaches beyond German and in other
domains. Furthermore, it can be a future research direction to
investigate implicit phrases together with sentiment polarity,
objectivity and subjectivity.
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