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Abstract—We are developing a methodology to combine security
and reliability. One aspect of this fuson implies developing
patterns that combine both objectives. The Secure Reliability
(SecRel) and Reliable Security (RelSec) are hybrid patterns that
combine security and reliability. The SecRel pattern applies
security to control the functions of a reliable system, while the
RelSec pattern applies réiability to the functions that provide
security. We show how these patterns relate to our methodology,
and in which architectural levelsthey could be used.

Keywords-software lifecycle; software patterns;
reliability patterns; security; security patterns.

reliability;

. INTRODUCTION

Reliability is a key system characteristic thiat an
increasing concern for current systems. Greatéahiéty is
necessary due to the new ways in which servicedelreered
to the public. Services are used by many industietuding
health care, government, telecommunications, toaisd
products. The lack of reliability in many systemssh
encouraged research efforts to find ways to imprtvie
situation. Applications have become very compler #meir
reliability is a current concern.

Typically, reliability is provided through reddancy,
checking and monitoring, aspects which are usuatiged
after a system is built. A good amount of worlg.§11, 12,
14], has been done to include reliability in systerfhere is
also a large amount of work on security patterng].[1
Similarly as we did for security [8], we proposerdn@dding
reliability throughout the software development liycle. In
our approach, we start by identifying the possfaiiires in a
system. By analyzing UML activity diagrams for afle cases
and considering possible failures in each activitie can
enumerate possible service failures in applicati@is Once
failures are identified, we apply appropriate pekc realized
as patterns, which will stop or mitigate theseufias. In some
critical parts of a system we also want to be ablerovide
security and reliability at the same time.

We can combine security and reliability usiregterns. A
pattern is an encapsulated solution to a recupesiilem in a
given context. Design patterns [10] embody the erpee

and knowledge of many designers and when properly *

catalogued, they provide r@pository of solutiondor useful

problems Initially used for improving code, patterns are

becoming more and more used to build secure anablel
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systems [3, 6]. We present here two of these petteFhe
Secure Reliability (SecRel) pattern applies segutih a
reliable system, while the Reliable Security (Re)Spattern
applies reliability to the functions that providecsrity in a
secure system.

Section 2 discusses an approach for a secutediable
lifecycle considering space and time aspects, dioly a
metamodel for reliability requirements, Sectionsad 4
present the RelSec and SecRel patterns, respgctBedtion 5
provides some conclusions.

1. RELIABILITY IN SPACE AND TIME

A good way to define precise relationships lestm
concepts in software development is to express thiem
metamodels. Our approach involves enumeration itirées
and their origins and finds policies and patteroshandle
them, so we can express their relationship as shiowvdigure
1. A Fault manifests itself as a&rror. If the error is not
contained, it can manifest itself intd=ailure, which indicates
that the system is not following its specificatighk A Policy
can avoid or handle a failure. Rattern realizes the policy
that can handle the fault; some examples of rditigimatterns
are given in [3, 4]. If we can enumerate all fawdtsed have
appropriate patterns to handle them, we can bwélabie
systems. We can define also patterns needed tolgosmiih
regulations.

* i *
Failure isHandledBy Policy
* *
A | manifestsAs realizedByY;
* *
Reliability
Error Pattern

*

A | manifestsAs

Fault

Figure 1. A metamodel for reliability concepts
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The development of software applications sténdsn the
requirements expressed normally as use cases. Seheases
can be converted into a conceptual or analysis médalysis
is a fundamental stage since the conceptual moaiel be
shown to satisfy the requirements and becomesktiieten on
which the entire system can be built.

Reliability aspects in a computer system arpressed
differently at different architectural layers (Iéslpand stages
of the software development process. Figure 2 shohere
we need to apply reliability along the stages a& Hystem
lifecycle and the architectural levels. An appratgidegree of

The implementation stage follows directly aftee design
stage; here reliability is realized in the formcofle and COTS
components. The whole process is iterative whemesstages
or parts may need to be redone. Our idea is to mwmb
security and reliability aspects in each stage aach level.
We realize reliability mechanisms by applying pattseand a
catalog of them is needed to assist the archisuisdesigners
when building the system. We have produced soniabitity
patterns [3, 4]; here we add two patterns that doenb
reliability and security.

______________________________________ >

reliability is required in each tier of the computgystem (Usernterface ) ) )
. . . " | Requirements Analysis Design Implementation
layers and in each stage; also the expression liahitiy ! &
varies. An important point illustrated in this diag is the fact | — w% ., % I ‘
that the requirements must be carried over along tand | \\\\\ v
along space: — l l |
[ -

1. User Interface — This is the highest level andhis t | — S - % % — E|
user’s point of contact for with the system. Usapil | l
is an important aspect for reliability and shoule b [ Middleware | v
reflected in the interfaces. [ .

2. Applications — The application tier of the system | %H] +T— [
consists of services and programs that carry out g - | l
useful operations. This tier invokes functions tai & !
requested by the user, and should always be alailab | - — B3
when needed. | | |

3. Middleware — Manages the interactions between the |5y $ !
applications, DBMS, OS, and users of a system. | + i .

4. Database Management System (DBMS) — this tier is | | |
where data is stored. Failures may affect moshef t | Hardware | !
applications. ! Ly |

5. Operating System (OS) — This level manages and v Ewm %
synchronizes all the functions and resources within
the system. Its reliability is fundamental because Figure 2. Reliability in Space and Time
failures here affect all the applications

6. Data Communication — This is part of the OS and
manages how information is passed throughout the . THE SECURERELIABILITY PATTERN
system.

7. Hardware - This is the lowest level of the |ntent

architecture, where instructions are executed.
failures affect the whole system.

The requirements define the degree of religbtlhat the
application needs. In the analysis stage, givenréfiability
requirements, we match the identified failures he et of
reliability mechanisms needed to stop these falidentified.
If the failure is hardware based then redundandydiversity
are appropriate. If the failure is based on sofewave need
diversity or other approaches.

The design stage is governed by the reliahitigchanisms
identified in the analysis stage, which are set&dteprevent
failures. This may have two or more levels to diéscr
implementation-oriented features. Web servicescioutds are
typical distributed architectures used in practice.
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It his pattern intends to control the use of reliaddevices or
services that have a direct impact on system iiétiabWe
can have services implemented using different biiig
mechanisms but users may have access to only sbtheno.
The misuse of some services may have a strongteffec
system reliability.

Example

Consider a SCADA system which consists of fieldtsina
central controller and communications networks. Thatd
units are controlled by the central controller whis usually
connected to corporate networks and or the InteAtedckers
may be able to input commands to the field unisulteng in
damage or disruption.
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Context

Critical systems or applications that need a higigrde of
security and reliability to operate successfullyl amhere we
have services implemented with different degree=lidbility
according to their criticality.

Problem

We can have services implemented using differdiahiity
mechanisms but users may have access to only sbtheno.
The misuse of some services may have a strongtedffec
system reliability. How do we restrict the use bé tsystem
services that affect reliability? The solutiontlds problem is
affected by the following forces:

Reliability:
We need to control the level of reliability of the
system.

services according to their criticality.

Some services affect the system reliability if
improperly used; that is, security attacks can caffe
the reliability of the system.

The total overhead should be reasonable.

Security:

The system requires a given level of security. Erro
can affect the security of the system.

Structure

In Figure 3, every user is a member dRale, and each Role
has specificRights associated with it. Thé&ervice entity
implements a Strategy pattern [10], which chooses a
Software or Hardware Service, depending on the needs of
the application. TheReference Monitor enforces the
authorized use of the service.

Dynamics

One of the dynamic aspects of the SecRel pattededsribed
using a sequence diagram for the use case “Usatssan
request for a service”, shown in Figure 4.

UC: User sends a request for a service.

Summary A user requests a reliability-sensitive servithe
request is validated by a Reference Monitor.

Actors User

We can have different implementations of somemm:

1. A user requests a service with a given level of
reliability or reliability-sensitive.

2. The service invokes a Reference Monitor to check if
the user is authorized.

3. If the user is authorized, the request is passdti€o
service. If not authorized, the request is rejeetét
a violation message to the user.

4. The requested service processes the request.

Post condition:

The request has been processed otedjec

Solution

Separate those services which could affect thahidity of the
system and apply to them Role-Based Access Cojitéplso
that only authorized roles can use them; apply aldeast-
privilege policy [6]. This protects the confideritia and
integrity of the service. The structure of this tpat is
illustrated in Figure 1.

requestservice) *

Service

Reference Monitor|

N d
#eheckRights()
+AuthorizeUser()

User Role i

isAuthorizedFor !
itgetRights()
iHinvokeService()
ItprocessRequest()
rtsenviceLevel()

memberOf

=

-name * rname

Right
accessType
rtcheckRights)

Reliable Software Service
-id
-status

HeceiveRequest()
+processRequest()

Reliable Hardware Service
-id
-status

HeceiveRequest()
+processRequest()

Figure 3. Class Diagram for the Secure ReliabRiggtern
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<<actor>>

. :Reference Monitor
:User

:Service

request(service(input))

I

getRights()

checkRights()

authorizeUser(accessType)

> processRequest()

Figure 4. Sequence Di;gram for the UC “User regueeservice”

I mplementation

To implement the Secure Reliability pattern thdoiwing is
required:
1. We must have a set of reliable mechanisms or afset
reliability-sensitive services.

2. A reference monitor system is required to check the
rights associated with each role before a sensce i
used.

3. The reference monitor or an authorization service

must perform authentication before a user is

authorized
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4. If the user is remote, a secure channel can beecurity concern. Also, the field units are usuatlyseparate
employed to ensure that the request of a user igeographical locations from the central controllidrerefore
passed securely so as to protect the requestisittra  extreme weather or tampering can affect them. Wsitals

also difficult to access them physically to repdamages,

which raises a general reliability concern. If aroeoccurs in

Consequences ) the security system, attackers can perform malgiactions
The SecRel pattern presents the following advastage that can disrupt the operation of the system.
= We can control the confidentiality and integrity of
reliability-sensitive services. Context

= We can control the use of different degrees ofiserv Critical systems or applications that need a higlgrede of
reliability by selecting different reliability security and reliability to operate successfullyl avhere we

mechanisms. have services implemented with different degree®libility
= The overhead of access control is small. according to their criticality.
Problem

The pattern also has some possible liabilities:

= The authentication and authorization of users takélow can we ensure that authorization is always operéd
time. correctly in the presence of errors? The solutionthis

= Services may be replicated to increase theiProblem is affected by the following forces:
reliability; however this can increase the system  Security:

overhead in maintaining them. = The system should always perform authorization
correctly in the presence of errors. Otherwisewike
Known Uses have security violations.
= Motorola’s Canopy Platform is a wireless broadband ® The total overhead of the reliability mechanisms
system which enables extending broadband networks should be reasonable.

to deploy data, voice, and video applications [13].

This product uses part of the components usedein th  Reliability:

SecRelc pattern. o _ «  Security services should define and enforce securit
= Boeing's P-8 is a military derivative of the Boeing constraints in a reliable way.

Next-Generation 737-800. It is an advanced anti-

submarine and anti-surface warfare aircraft [2B P-

uses part of the SecRel pattern. Solution
Apply reliability mechanisms to the Reference Moniand to
the Authorization rules.

Related patterns
= Various reliability and fault tolerance patternsieth

include the Active Replication [2], TMR (Triple meesteqes
Modular Redundancy), and NVP (N-Version i
programming patterns. )

Reduest

= This pattern can be seen as a variation of the-Role
Based Access Control pattern of [17]. ey P—— pr——
* We need Authentication before we can apply er flefigs) r aton |
Authorization [17]. :‘ndame 1] comnist esRigs) e
1 +Authozelser) 1 1 rgeRues)
#sendResponse() isendResponsef)
IV. THERELIABLE SECURITYPATTERN Response
t -tieStamp 1 f
I ntent
This pattern intends to perform reliable authortrat ] p—
enforcement by applying reliability mechanisms tbe t ] ;
Reference Monitor and to the Authorization rules. sibfsoms
Relte Autoion et | [CeEERUED
b uptaERUE])
Ex ampl e Relsbl Reference onitor eteRe)

Consider a SCADA system which consists of fieldtsina
central controller and communications networks. Tedd
units are controlled by the central controller vhis usually  grycture
connected to corporate networks and or the InteB®tause The structure of this pattern is illustrated in g 5. All user

operations can be carried out over a network, thises a Requests are evaluated by tHReference M onitor, which has

Figure 5. Class Diagram for the Reliable Securététn

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-158-8 147



PATTERNS 2011 : The Third International Conferences on Pervasive Patterns and Applications

access to théuthorization Rule Set. When the user sends a
request, theReference Monitor intercepts it and checks the
rights (rules) associated with the request.

The Reliable Reference Monitor incorporates standard
reliability mechanisms [3], ThAuthorization Rule Set also

includes a reliability mechanism. THeesponse defines the
decision from the Reference Monitor and must matoh

Request.

Dynamics
Figure 6 shows a sequence diagram for the use “tiser
requests a service”.

UC: User requests a service.
Summary A user sends a request, and the request is tedida
by a Reference Monitor.
Actors User
Description:
1. The user requests some service.
2. If the user is authorized his request is processed.
3. Aresponse is sentin response to the user’s reques
Post condition:
The request has been approved or eglect

<<actor>>

User ‘ :Reference Montior

‘ :Authorization Rule Set

H I I
i | |
| send request ! !
I

‘ getRights(), getRules()

checkRights()

send response checkRules()

processRequest()

Figure 6. Sequence diagram for the UC “User regueservice”

I mplementation
To implement the Reliable Security pattern thedfeihg is
required:

1. We need a variety of reliability mechanisms that ca

be applied to the security services, e.g., thosé

described in [3, 4].

2. The reference monitor must perform authenticatior‘l3

before a user can send a request.

3. If the user is remote, a secure channel can b
employed to ensure that the request of a user
passed securely so as to protect the requestisittra

Consequences

The RelSec pattern presents the following advastage

We can implement different degrees of reliability f
the security services by selecting different
mechanisms.
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Security checks will be reliable because all séguri
components are reliable.

The overhead of access control can be small because
we can use reliability mechanisms that are not very
complex and can be controlled to have small
overhead.

The pattern also has some possible liabilities:

=  The reliability mechanisms add some overhead.
The system is more complex compared to a system
without reliability mechanisms.

Known Uses

Trumba Connect is web-hosted active event
publishing solution that provides organizationstwat
two-way communication vehicle between events
published on their websites and the personal
calendaring systems used by their site visitor$. [19
uses part of the RelSec pattern.

Related patterns

The Authentication pattern provides facilities for
authenticating a user in a system [17].

The Authorization pattern provides a way to define
authorization for the users to the resources of a
system [17].

The Reference Monitor pattern checks if the process
has the rights to access the object [6, 17].

The Strategy pattern can be used to select the most
suitable options to apply reliability [10].

V. DISCUSSION

The use of patterns is still not widespreadindustrial
institutions. Design patterns are used in large pamies but
many smaller companies only do coding, they dowdneuse
models. Our work tries to encourage the use of isadebuild
complex systems; building these systems withoutetsoaill
result in systems which are faulty and insecuredéf® allow
catching errors early in the lifecycle, which resulin
development savings [15]. Security patterns hawehed a
mature level and are starting to be used in inglusir secure
oftware development. Reliability patterns are leésgeloped
and no catalogs exist yet. Both types of patteras kelp
developers who are not security or reliability expeo build
etter systems by providing them with packaged @mov
golutions. Combining security and reliability inetfiorm of
iatterns makes their work even easier for someicgigns
where we need services with these two aspects. Hawe
isolated patterns are not useful, we need pattessification
approaches and complete  software  development
methodologies. The use of patterns fits well wittoddl-
Driven approaches [14]; we can define reliable aedure
services in domain models that can be used asngtqrbints
for critical applications [9].
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VI. RELATEDWORK

There is a significant amount of work on ségypatterns,
including catalogs of patterns [17], surveys [2dd analysis
of their uses and possibilities, e.g., [20]. Thmeads not true
for reliability patterns; only a few patterns hagpeared, e.g.,
[3, 16]. Security patterns have shown to be qugeful for
designing secure systems [8] and the same canpeetex for
reliability patterns. Before that happens, we naegbod and
complete catalog of reliability patterns. As farvas know,
nobody has tried to combine security and reliabtiatterns,
although methodologies trying to combine these aspects
already exist, e.g., [14]. Some work tries to buiectly
reliable architectures by applying the patternsulh tactics
[11]. Another approach tries to insert the pattémspecific
points in the architecture [18]. We believe thasyatematic
methodology, considering all the stages of theclifée is
necessary. Reliability, similarly to security, mudie
incorporated in all the stages of the softwareclifde, adding
these features in the code has shown to be inifect
Patterns like the ones presented here combine taspéc
security and reliability and can be used in systdmsrequire
a high level of security or reliability at leastsnme services.

VII.

There are situations, mostly in critical sysserwhere the
need to apply security to reliable systems and witbe
authorization systems should not fail. The two grat
presented here attempt to combine aspects of itajabnd
security to allow the implementation of systemst tteuire
very high levels of both features. The patternsagpart of our
methodology to build critical systems but
independent value.

CONCLUSIONS

Patterns provide a clear way for inexperiendgesigners to
add reliability or security into their designs, lthey require a
good catalog of patterns that can fit all the systeeds; these
two patterns can be part of such a catalog. Wa@dyrdave a
fairly complete catalog of security patterns [7], ¥® we need
to find more reliability patterns as well as cordanpatterns
as those shown here. The patterns presented heteecased
in the analysis stage but they need to be extetalezflect the
environment where they will be used; e.qg., religpin web
services [4]. These patterns also are relevanmydewvel of the
architecture, implemented in the appropriate tetdgyw for
example, if we determine in the use cases if aiquéar
service is highly critical, we can add one of thes#terns to
the conceptual model of the application; the rédiabodel can
then be reflected to the database or operatingsykvels. If
web services are used for distribution, the pattean define
reliable or secure architectures for some web cesvi
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