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Abstract— In this paper, we present a novel wide baseline based 
approach to detect and match feature points in image series. We 
found the wide baseline correspondence problem with large scale, 
rotation, illumination and affine transformations is still not 
tackled very well. We proposed a new matching method which 
based on multi-scale Harris algorithm and two-way guided 
matching to achieve large number of accurate point 
correspondences between un-calibrated image sequences of the 
same scene for wide baseline. We apply our method in the 
experiments of 3D object reconstruction with satisfied results. It 
shows that the guided matching method can be used for severe 
scene variations and provide evidence of improved performance 
with respect to the SIFT distance and Harris matchers. It is also 
useful to the matching in short baseline, and the results of this 
method are better than that of the traditional method.  

Keywords-feature points; image matching; 3D object 
reconstruction 

 

I. INTRODUCTION  

Wide Baseline Matching (WBM) is one of the most 
important issues that have been extensively studied in the field 
of computer vision, as well as the foundation of many 
computer vision theory and applications [1][2][3] such as 
object identification, camera calibration, 3D reconstruction, 
and motion analysis. Meanwhile, WBM is a bottleneck in the 
field of computer vision research. Therefore, research on 
WBM is of significant importance. WBM primarily divides 
into two parts: feature point detection and matching. 

The primary methods of feature point detection are Harris 
feature point extraction algorithm and Scale Invariant Feature 
Transform (SIFT [14]) feature point extraction algorithm. 
Both of them have their own advantages and disadvantages. 
To get better corner detection results, Keju [6] combined the 
two algorithms during 3D reconstruction on demand. But this 
method has limited the range of application, which means that 
it is not applicable if we merely to get more and more accurate 
feature points. Schmid [5] reported that corner extraction 
algorithm, being invulnerable to camera pose and sunlight, 
performs the best currently. However, as for vision systems 
with large scale changing, this method can hardly guarantee 
invariability of the feature points. In this case, the paper 
provides a novel multi-scale corner detection approach which 
combines scale space theory and Harris feature point detection 
algorithm. 

To match feature points, generally, the relative methods 
are used to achieve the correspondence of two images’ point 
sets. Considering noise interference, light conditions, and 

other factors which may result in a great number of 
mismatches, however, removing mismatches is essential. One 
of the direct ways to remove mismatches is to find an affine 
transformation which is applicable to all the feature points in 
the image, and then use it to pre-estimate the position of these 
feature points located in the other image [4]. Nevertheless, it is 
not applicable to complicated scenes. To solve this problem, 
Ferrari et al. [3] proposed to estimate local affine 
transformation matrix for every pair of corresponded feature 
points, using least mean square method. Later it was suggested 
in another approach that this affine transformation matrix 
should be compared to the predetermined threshold to gather 
the most similar points to the affine transformation matrix. 
Although this method has been proven to be effective in 
confirming mismatches, it pays a high cost of computational 
complexity. Currently, a comparatively better method in the 
field of removing mismatches is to use epipolar geometry 
restriction proposed by Zhang [9]. This method can produce 
excellent results on the condition that matching points are less 
in quantity and parallax is small.  However, there are two 
issues remained to be solved. One is that the quantity of 
matching points is relatively small. The other is the restriction 
of disparity. Increasing the disparity means enlarging the 
match searching window, while enlarged match searching 
window will probably introduce mismatches. 

  In response to the above problems, we propose a novel 
approach combining epipolar geometry, homograph constraint, 
mismatch detection and guided matching which, to some 
extent, greatly make up the deficiency in these two areas 
mentioned above. At first, we use relative method to conduct 
initial match of the image feature points set. Secondly, we use 
RANSAC (Random Sample Consensus) method to estimate 
fundamental matrix and homography matrix and remove 
mismatches in correspondence. Then, we remove mismatches 
again according to euclidean distance. Finally, we use 
optimized fundamental and homography matrix guiding the 
matching to get more and more accurate matching points.  

In 3D objects reconstruction, the quality of WBM will 
affect the result of reconstruction directly. The purpose of this 
paper is to get a better algorithm in WBM, and apply it to 3D 
reconstruction. Then the accuracy of 3D objects reconstruction 
will be enhanced, and fewer cameras or video cameras will be 
used in experiment.  
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II.  FEATURE POINT DETECTION  

An effective feature point detection algorithm is 
introduced in this section. We introduce the scale space theory 
at first. 

A. Scale Space Theory 

Scale space theory is carried out by scaling the original 
image to obtain multi-scale sequence of scale space, and 
extracting the main contour based on the sequence as a feature 
vector, to achieve edge detection, corner detection and feature 
extraction on different resolutions. As an important concept in 
scale space theory written by Lindbergh [12][13] that scale 
space is describing original image at different levels, each layer 
has a scale parameter which may be discrete and also can be 
continuous. All scales of space should have the following 
properties: 

 All the signals should be defined in the same domain. 

 With the growth of scale parameters, the output image 
is increasingly blurred. 

 Details contained at the coarse level of a signal are 
less than that at the fine level. If the local maximum is 
a measure of smoothness, as the scale blurred, extreme 
non-increasing, this property is known as the “scale 
space causality”. 

 All that is generated by a convolution operator. 

Scale space kernel is defined as: 

,ݔሺܮ               ,ݕ ሻߪ ൌ ,ݔሺܭ ,ݕ ሻߪ ൈ ,ݔሺܫ  ሻ                        (1)ݕ

In (1), 	Iሺx, yሻ is the original image,	σ is the scale parameter. 
For all the images I, if the extremes of the image Lሺx, y, σሻ 
obtained after its convolution with transform kernel K is less 
than the extremes of original image, then we call K the scale 
space kernel. Generally we only use the Gaussian kernel as the 
scale convolution. Because in Gauss scale space, fine-scale 
information on the parameter value with the increase in scale 
was inhibited in the scale of the change from coarse to fine 
process, no new structure. However, since Gauss kernel is 
linear, translation invariant, rotation invariant, has subset 
features and many other properties, it can be proved that Gauss 
kernel is the only transform kernel to achieve scale space 
transformation [8]. Feature points and edges of the same type at 
different scales have a causal relationship, which means that 
when scale changes, new feature points may arise while old 
ones may be displaced or disappear. The ambiguity brought by 
the causal relationship is inherent and inevitable which should 
never be expected to be eliminated but it can be decreased. 

B. Multi-Scale Harris Feature Point Detection Algorithm  

Multi-scale Harris feature point detection algorithm was 
introduced and the experimental results of this method was 
given in this section.  

1) Harris Operator of  Scale Space 

Harris operator R can be represented as: 

ܴ ൌ ሻܥሺݐ݁݀ െ                              ሻ                                      (2)ܥଶሺݎݐ݇

In (2), ܥሺݔሻ ൌ 
ሻݔ௨ଶሺܫ ሻݔ௨௩ሺܫ
ሻݔ௨௩ሺܫ ሻݔ௩ଶሺܫ

൨ , k is empirical value, 

which usually between 0.04~0.06. To obtain the presentation of 
Harris operator, I୳, I୴ can respectively be represented as ： 

,ݔ௨ሺܫ             ሻߪݏ ൌ ሻݔ௨ሺܫ ∗ ,ݔ௨ሺܩ                 ሻ                            (3)ߪݏ

,ݔ௩ሺܫ ሻߪݏ ൌ ሻݔ௩ሺܫ ∗ ,ݔ௩ሺܩ                   .ሻ                            (4)ߪݏ

Then the	Cሺxሻ function of Harris algorithm will become               

,ݔመሺܥ ,ூߪ ሻߪ ൌ ߪ
ଶܩሺߪூሻ ∗ 

,ݔ௨ଶሺܫ ሻߪ ,ݔ௨௩ሺܫ ሻߪ
,ݔ௨௩ሺܫ ሻߪ ,ݔ௩ଶሺܫ ሻߪ

൨          (5)                

In (5),  σ୍ ൌ σ୬ 
is the selected scale parameter to calculate 

feature points; σୈ ൌ sσ୬  
is the differential scale; Gሺσ୍ሻ  is 

Gaussian function. Through judging to detect the feature corner 
under σ୬ scale level 

                    ܴ ൌ መ൯ܥ൫ݐ݁݀ െ መ൯ܥଶ൫ݎݐ݇  ܶ                         (6).                 

2) Multi-Scale Harris Feature Point Detection Algorithm 

Arithmetic operator  LOGଶg  is forwarded by [7]. Two-
dimensional LOG operator can be represented as:  

ଶ݃ߘ   ൌ ቀ
௫మିఙమ

ఙర
ቁ ݔ݁ ቀെ

௫మ

ଶఙమ
ቁ  ݂ሺݔ,  ሻ                    (7)ݕ

Where fሺx, yሻ is the function to be detected. Using a typical 
template LOG operator in the text to detect whether the corner 
point measured under a certain specified scale level is the 
extreme value, which result in an invariant scale feature corner. 
The procedure of multi-scale Harris feature point detection 
algorithm procedure is as follows: 

 Primarily select scale variables σ୬  
and the threshold 

value T, using formula (6) and (7) to calculate the 
candidate feature corner of each scale level. 

 Use iterative algorithm to detect whether the LOG 
operator of each scale level candidate corner points to 
obtain the maximum value, and determine the results 
in the location and scale of the final feature corner. 
Consider the entire scale space of the image, assumed 
to detect the corner set C୭୮୲ under σ୬ ൌ σ large-scale 
level. Decrease the image scale coordinate to	σ୬ ൌ σଵ, 
and detect new corner set  C୬ୣ୵ in the neighborhood 
of the image. If there is  C୬ୣ୵ , regard  C୬ୣ୵ as the 
corner feature set of the current image. Repeat the 
above process until there is no change of 	C୬ୣ୵ , or 
until the scale is small enough.  

3) Compare Experimental Results of multi-scale Harris 
Feature Point  Detection Algorithm with That  of Ordinary 
Harris Algorithm  

During experiment, taking the standard deviation 
proportional constant of Gaussian kernel function S ൌ 0.7 , 
k ൌ 0.04 [7], use a typical 5 ൈ 5 LOG operator.  
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