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Abstract—The paper is concermned with managing image
album, where the picture set (containing very simdr or
different images) in each album is given. The godlas been to
select the most representative pictures from the bm. Our
solution is based on the clustering of the imagethe developed
clustering procedure takes the large variety of theictures and
different type of image features into account. We dve solved
the incomplete feature value problem as well. Theeatral
pictures of the largest clusters are selected foepresenting the
album.
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. INTRODUCTION

There are lot of solutions and systems (e.g., Rlet¢B])
at the multimedia organization and retrieval;, amndnds
are growing with new functionalities in the futut@o. A
large part of these deals with personal photograpieval

2].

the notion of interestingness. Photo album creatian
benefit from leveraging information learned fromnmypaisers
in regard of the album’s content, structure, amdeasgics [4].
(i) An alternative technique [1] is based on con@nalysis,
the solution uses the combination of visual attenthodels

and an interactive feedback mechanism to compute
interestingness.
For representative photo selection and smart

thumbnailing an other solution [5] uses the resoftsiear-
duplicate detection. Near-duplicate photo pairs firgt
determined, and the relationships between thermaceled
by a graph. The most typical one is then autoniitica
selected by examining the mutual relation betwaemt For
smart thumbnailing, the region-of-interest of thelested
representative photo is determined based on looadighed
feature points, which is a view different from centional
saliency-based approaches [6][7].

The related works in the topic of representativages
have solved the problem in three different waystutly
interesting [4], mutually distinct [5] and preserafdaces in
the image [12] or combination of them [1]. Theserkgo

For a good organization the human persons usually p have used content features of the images. Onlyoorteo

the pictures into albums as they wish (may be based
users’ feeling). But there is a problem at the dasgt of
pictures and albums: it is not easy to give reprasg issues
(e.g., titles) for these albums. A representatiwage and its
thumbnail is an ideal solution for this problem.eTgpoal of
our work has been to select the most representpibtere
from each album automatically without human intgoec

We consider very realistic situations, where thages
come from different sources (camera, edited ortedeay
software), the resolutions are various, the qealitire also
different, so the variety of them is large.

For the above mentioned problem with realisticagitins
we present a solution in this paper. The struatfitbe paper
is the following: Section Il describes the backgrduour
solution with clustering is detailed in Section, Ibrief
conclusion and future works can be found in Sedtbn

Il.  BACKGROUND

Finding the interesting photos from collections ds
similar task to our goal, but the selection of thisnalways
based on user feedbacks. (i) Commercial systems asic

Flickr use an interaction mechanism for sampling@ th

collection, it relies on social activity analys@ fdetermining
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papers have mentioned a few EXIF data, but thege lbheen
thetime and thecamera name [12] only. The works have not
dealt with all EXIF data from camera; these metdatuld
be equal to content features.

Ill.  SOLUTION WITH CLUSTERING

In picture selection procedure different types etfires
can be considered. If we consider only contentifeatof the
images, then the search space for the most repagsen
picture is narrow. If we take both the content ahd
metadata features (from the camera) into accobat the
search space will be wider. In this wide space gbarch
procedure may find easier the most representaiisterp.
The consequence of the narrow space is the pagsioi
take a bad decision in selection of the most reptesive
picture. E.g., if all photos — except one or feare taken by
flash, then users probably will not considegphato without
flash as a representative picture. Another example @itab
the focal length: if all photos — except one or feware taken
with ordinary focal length (tableau), then a pietwith small
focal length (portrait) will not representative. Ugh our
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solution considers both the content and the medddatures
(EXIF data from the camera).

A. Overview of the picture selection procedure

The first idea for selecting the most represeragticture
in an album is choosing the central picture ingfeee of the
pictures, where the place of the pictures is aovespace,
and each picture is transformed into a point is #pace. In
this space the central picture can represent thaewdet in
an album.

etc. (so this is a qualitative feature), flash irsary feature
with two values: yes or no.

C. Clustering algorithmwith content and metadata
features

The content features are always available, neveste
metadata features may be partly or totally deficigrich
leads to problem in the comparison of pictures.

A distance (similarity) value needs for every pietpair
for the clustering. The difficulties come from thidferent

But it occurs many times, that the album considts ofeature types (content and the metadata featutés),

different larger groups of images, where the péeduare
similar in a group and far away between groupshim case
a strange situation can occur, where the distaatweden the
central picture and the others is large (this imiagalone),
and the central picture will not be representative.

In order to avoid this often occurring situation suggest
a solution using clustering. After the clusterihg procedure
suggests the nearest picture of central point efléingest
cluster. The solution contains some phases:

different scales (qualitative and quantitative),d athe
deficient metadata.

The quantitative values of the pictures can begntesl
in a vector space, where each coordinate axis is a
guantitative feature; and each picture is a pairthis vector
space. The distance between two pictures is céécllzy the
Euclidean distance, the number of all features gjitree
dimension.

If one of the values (of two pictures) at some dezg is

« Content feature values are extracted from the pixemissing, then the Euclidean distance formula cah b

data of the picture.

used. Let us omit the squared differences in tme, sthere

+ Metadata features are the EXIF (Exchangeabl®ne of the two values is missing. The number ofrést of

Image File Format [9]) data.

features isk. Instead of the Euclidean distance formula we

+ Clustering algorithm calculates the clusters of thehave used normalized version of the distance éeléd 1

pictures.
e Central point is determined of each cluster.

dimension) for the missing value problem.
We have used normalized values (between 0 andx) in

central picture — is marked as candidate for Select

solved the other problem - distance calculation for

«  The central picture of the largest cluster is getic qualitative features — as well. In the clusteritg tmost

for representative picture.
« Ifitis necessary more than 1 picture for repréagn

the whole album, then central pictures of the sécon

largest, third largest, etc. cluster are selected.

B. Featuresfor clustering
In our picture selection solution the challenge hasn

taking both the content and the metadata featunes i
account (correlation may occur between featured)e T

content features are based on the statistics of RaBkes of
the picture points: mean, variance, mode, rangartitgs.

There are 3 features for each statistical typeatufe related

to red (R), one related to green (G) and one ilteblue
(B). These content features characterize the insagkethe
values of them are indifferent from the orientatamd size
of the pictures.

The metadata features are the EXIF data of therpist

frequent work is calculation the distance betwegoiat and
a cluster. For this we have used an idea aboutiitegram
of the given cluster. Let us denote the mode ohikgram
by mode, the frequency of the giver feature by f(¥. The
distance only in the examined coordinate axis fnde in
(1), where C is the examined cluster.

_ f(mode)-f(x,)

made by cameras. These data are not always aeailabl

because an album can contain not only photos, tawrdg

animated, edited pictures as well. (The absent datta

features naturally may influence the goodness efdésult.)
The used metadata have been the all accessible 2
exposure program, contrast, flash, light sourceterimg

mode, saturation, scene capture type, sharpnesiée wh

balance, image orientation, exposure time, F nujribeal
length in 35 mm film, ISO speed ratings. Some @séh
features are qualitative, others are quantitati#eg.,
exposure program may be portrait, landscape, seantain,
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d,(x,,0) (1)
f(mode)
4
3
1
0 .
Flash auto Flash fired Flash off Flash redeye
Figure 1. Example histogram for a qualitative feature
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If the cluster contains only one element, then wilsbe
zero or one. Fig. 1. shows an example histograna fitesh
qualitative feature, where the values can be “flasto”,
“flash fired”, “flash off” or “flash redeye”. The ode is the
“flash auto” and the frequency of this is 4. In tteenparison
of this cluster and an image four different rescdts be: if at
the examined picture the feature is “flash autoflagh
fired”, “flash off’, “flash redeye”), then the detce is O
(172, 3/4, 1 respectively).

In order to tune the relative importance of thetufess,
particularly the balance between the content ane th
metadata features, we have introduced weights &uh e
feature, and the distance between two picturedified as
can be seen in (2). In the current phase of outeimented

system the wweights have been determined manually

(balanced between content and metadata featuresyl tuen
the results of thousand pictures (there was atdinimg), but
we have intend to estimate the weights by autoaltic
using supervised learning, where albums and th&stm
representative pictures are given as training set.

d(x,y) = \/%iwi X, -v,)* 2

D. Thek-meanst++ clugtering algorithm

[timedia

2. Foreachd {1, ..., k}, set the cluster;@
be the set of points K that are closer tg than
they are to dor all j # i.

3. For each 0 {1, . . ., k}, set ¢cto be the
center of mass of all points in,&s can be seen
in (4), where,c; andx is the ni' coordinate of
the ¢ point and x point respectively.

2 nX

e

ci

c

m™i (4)

4. Repeat Steps 2 and 3 until C no longer
changes [10].

Choosing the number of the clusters in k-means++
algorithm is a sensitive parameter for the goodmdshe
results. We have used the rule of thumb formulat€8) for
the determination of the clusters.

k n/2

= ®)

After the clustering the closest picture to thestdu
central point of the largest cluster is selectedtifiee most
representative image. Our solution is able to sehece than

The k-means method is a widely used clusteringl picture for representing the whole album with aging
technique that seeks to minimize the average sduargentral pictures of the second largest, third lstigetc.

distance between points in the same cluster. Athoit
offers no accuracy guarantees, its simplicity apeed are
very appealing in practice (it is standard pract@cehoose
the initial centers uniformly at random fro¥ space). By

clusters. This will be very useful at charactei@abf large
image sets, where not only one picture characteneeall
images. At this case similar pictures at the sielecvould
be a wrong result, which is avoided in our solutimtause

augmenting k-means with a simple, randomized sgedinof very different pictures.

technique, a new algorithm, so called k-means++ [E3®
been outlined with the optimal clustering. Preliarip
experiments show that the augmentation improves the
speed and the accuracy of k-means.

The k-means algorithm begins with an arbitrary cfet
cluster centers, but k-means++ algorithm uses eifgpevay
of choosing these centers. At any given time, lgd @enote
the shortest distance from a data point x to thseedt center
we have already chosen; so k-means++ algorithnhés t
following:

e« la. Choose an initial center cniformly at

random fromX.
1b. Choose the next centgrselecting c= x' O
X with probability p, where p can be calculated

by (3).

__D(x)®

=—7 3
p S DX ®3)
XOX

of k centers.
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E. Results

We have implemented our ideas and solution destribe
above in Python programming language. The Python
Imaging Library (PIL) [11] has been used for theaga
handling. This library contains useful functiong foasic
content features. The extraction of EXIF featuras heen
solved also in Python.

The method has been just now implemented, the
evaluation can be subjective (users’ decisions beapased
on emotion anyway). There is subjective evaluatafn
images in other works (e.g. consumer photographlyds
well.

We have used the implemented program for personal
images. In Fig. 2. a little part of the aloum candeen: two
rows are the results of the clustering and theupsst with
different border are the central images. The dusfethe
pictures in the bottom row is largest cluster, s &" image
is the most representative picture in the album.

1c. Repeat Step 1b until we have chosen a total
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Cluster 42 (3 objects)

bse_7239 bse 7292 yoe

Figure 2. Examples for clustering and picture selection

into account. Further development will be the auwtien
calculation of weights in distance formula.
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F. Experimental evaluation

We have collected 600 pictures from different sesrc
(camera with EXIF data, other sources without EX#ta),
and we have organized them in 20 albums with differ
topics (party, holiday, town, or unified mood, etcThree 2]
human evaluators have selected the most reprdagentat
pictures (as first in the order), then second oetes, so they
have sorted the pictures in each album. Our impikede
solution has also selected a picture (as most septative  [3]
one) in each album. These machine results have been
compared with the aggregated order of three human
decisions (the aggregation is based on Borda methide
machine results are not always the first in the émshorder,
but at 25% of albums they are in the best 5 reptatee
pictures (denoting by p25%). Furthermore we have
summarized how many cases, where the machinegesalt
in the best 10 representative pictures, we havatedulsd
cases in 20 albums, so this is 70% (denoting {gy70%).

(1

[4

These figures are not excellent, but good enougé.h@ave R
investigated the humans’ order, and we have coedltldat
humans’ decisions are dispersing. With cross-védidaonly
two humans’ order were considered and aggregatenh, t "

were compared with the most representative pictofésird
person. The comparison results of cross-validafmnthe
first person: p=30%, po~85%, for the second person: 7]
ps=40%, po=75%, for the third person:sp45%, po=70%.
These figures present that our automatic solusoalmost
good as humans’ decisions.

8
CONCLUSION AND FUTURE WORK o
This paper presents a description of a work in ESg o]
with new idea. The aim is to find the best way to
automatically choose a picture from an album ireotd be
the best representation of it. The new idea is the
consideration (in clustering) of different type ohage [10]
features (content and EXIF data) with incompletatuee
value possibilities. After clustering the centradtpres of the
largest clusters will be selected for representirgyalbum. (1]
We have implemented this idea in Python and 12]

In calculation of distances for clustering manytidieas
are considered, but the set of features can bendrgaWe
are at the beginning of this research, we interidke more
features — like texture, local features, time-bafeadures —
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