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Abstract—The paper is concerned with managing image 
album, where the picture set (containing very similar or 
different images) in each album is given. The goal has been to 
select the most representative pictures from the album. Our 
solution is based on the clustering of the images. The developed 
clustering procedure takes the large variety of the pictures and 
different type of image features into account. We have solved 
the incomplete feature value problem as well. The central 
pictures of the largest clusters are selected for representing the 
album. 

Keywords - representative picture; k-means++ clustering; 
qualitative and quantitative features; content features; EXIF 
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I.  INTRODUCTION 

There are lot of solutions and systems (e.g., FotoFile [3]) 
at the multimedia organization and retrieval; and demands 
are growing with new functionalities in the future too. A 
large part of these deals with personal photograph retrieval 
[2].  

For a good organization the human persons usually put 
the pictures into albums as they wish (may be based on 
users’ feeling). But there is a problem at the large set of 
pictures and albums: it is not easy to give representing issues 
(e.g., titles) for these albums. A representative image and its 
thumbnail is an ideal solution for this problem. The goal of 
our work has been to select the most representative picture 
from each album automatically without human interaction.  

We consider very realistic situations, where the images 
come from different sources (camera, edited or created by 
software), the resolutions are various, the qualities are also 
different, so the variety of them is large.  

For the above mentioned problem with realistic situations 
we present a solution in this paper. The structure of the paper 
is the following: Section II describes the background, our 
solution with clustering is detailed in Section III, brief 
conclusion and future works can be found in Section IV. 

II.  BACKGROUND 

Finding the interesting photos from collections is a 
similar task to our goal, but the selection of them is always 
based on user feedbacks. (i) Commercial systems such as 
Flickr use an interaction mechanism for sampling the 
collection, it relies on social activity analysis for determining 

the notion of interestingness. Photo album creation can 
benefit from leveraging information learned from many users 
in regard of the album’s content, structure, and semantics [4]. 
(ii) An alternative technique [1] is based on content analysis, 
the solution uses the combination of visual attention models 
and an interactive feedback mechanism to compute 
interestingness.  

For representative photo selection and smart 
thumbnailing an other solution [5] uses the results of near-
duplicate detection. Near-duplicate photo pairs are first 
determined, and the relationships between them are modeled 
by a graph. The most typical one is then automatically 
selected by examining the mutual relation between them. For 
smart thumbnailing, the region-of-interest of the selected 
representative photo is determined based on locally matched 
feature points, which is a view different from conventional 
saliency-based approaches [6][7].    

The related works in the topic of representative images 
have solved the problem in three different ways: textually 
interesting [4], mutually distinct [5] and presence of faces in 
the image [12] or combination of them [1]. These works 
have used content features of the images. Only one or two 
papers have mentioned a few EXIF data, but these have been 
the time and the camera name [12] only. The works have not 
dealt with all EXIF data from camera; these metadata could 
be equal to content features.  

III.  SOLUTION WITH CLUSTERING 

In picture selection procedure different types of features 
can be considered. If we consider only content features of the 
images, then the search space for the most representative 
picture is narrow. If we take both the content and the 
metadata features (from the camera) into account, then the 
search space will be wider. In this wide space the search 
procedure may find easier the most representative picture. 
The consequence of the narrow space is the possibility to 
take a bad decision in selection of the most representative 
picture. E.g., if all photos – except one or few – are taken by 
flash, then users probably will not consider a photo without 
flash as a representative picture. Another example is about 
the focal length: if all photos – except one or few – are taken 
with ordinary focal length (tableau), then a picture with small 
focal length (portrait) will not representative. Thus our 
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solution considers both the content and the metadata features 
(EXIF data from the camera). 

A. Overview of the picture selection procedure 

The first idea for selecting the most representative picture 
in an album is choosing the central picture in the place of the 
pictures, where the place of the pictures is a vector space, 
and each picture is transformed into a point in this space. In 
this space the central picture can represent the whole set in 
an album.  

But it occurs many times, that the album consists of 
different larger groups of images, where the pictures are 
similar in a group and far away between groups. In this case 
a strange situation can occur, where the distance between the 
central picture and the others is large (this image is alone), 
and the central picture will not be representative.  

In order to avoid this often occurring situation we suggest 
a solution using clustering. After the clustering the procedure 
suggests the nearest picture of central point of the largest 
cluster. The solution contains some phases: 

• Content feature values are extracted from the pixel 
data of the picture.    

• Metadata features are the EXIF (Exchangeable 
Image File Format [9]) data. 

• Clustering algorithm calculates the clusters of the 
pictures.  

• Central point is determined of each cluster.  
• The closest picture to the central point – namely the 

central picture – is marked as candidate for selection. 
• The central picture of the largest cluster is selected 

for representative picture.  
• If it is necessary more than 1 picture for representing 

the whole album, then central pictures of the second 
largest, third largest, etc. cluster are selected. 

B. Features for clustering 

In our picture selection solution the challenge has been 
taking both the content and the metadata features into 
account (correlation may occur between features). The 
content features are based on the statistics of RGB values of 
the picture points: mean, variance, mode, range, quartiles. 
There are 3 features for each statistical type: a feature related 
to red (R), one related to green (G) and one related to blue 
(B). These content features characterize the image and the 
values of them are indifferent from the orientation and size 
of the pictures.   

The metadata features are the EXIF data of the pictures 
made by cameras. These data are not always available 
because an album can contain not only photos, but drawn, 
animated, edited pictures as well. (The absent metadata 
features naturally may influence the goodness of the result.) 
The used metadata have been the all accessible EXIF data: 
exposure program, contrast, flash, light source, metering 
mode, saturation, scene capture type, sharpness, white 
balance, image orientation, exposure time, F number, focal 
length in 35 mm film, ISO speed ratings. Some of these 
features are qualitative, others are quantitative. E.g., 
exposure program may be portrait, landscape, sea, mountain, 

etc. (so this is a qualitative feature), flash is a binary feature 
with two values: yes or no.   

C. Clustering algorithm with content and metadata 
features 

The content features are always available, nevertheless 
metadata features may be partly or totally deficient, which 
leads to problem in the comparison of pictures. 

A distance (similarity) value needs for every picture pair 
for the clustering. The difficulties come from the different 
feature types (content and the metadata features), the 
different scales (qualitative and quantitative), and the 
deficient metadata.    

The quantitative values of the pictures can be presented 
in a vector space, where each coordinate axis is a 
quantitative feature; and each picture is a point in this vector 
space. The distance between two pictures is calculated by the 
Euclidean distance, the number of all features gives the 
dimension.    

If one of the values (of two pictures) at some features is 
missing, then the Euclidean distance formula can not be 
used. Let us omit the squared differences in the sum, where 
one of the two values is missing. The number of the rest of 
features is k. Instead of the Euclidean distance formula we 
have used normalized version of the distance (related to 1 
dimension) for the missing value problem. 

We have used normalized values (between 0 and 1) in xi 
and yi for the quantitative features, but we should have 
solved the other problem – distance calculation for 
qualitative features – as well. In the clustering the most 
frequent work is calculation the distance between a point and 
a cluster. For this we have used an idea about the histogram 
of the given cluster. Let us denote the mode of the histogram 
by mode, the frequency of the given xi feature by f(xi). The 
distance only in the examined coordinate axis is defined in 
(1), where C is the examined cluster. 

 
f(mode)

 )f(x-f(mode)
)C,x(d i

ii =  (1) 

 
Figure 1.  Example histogram for a qualitative feature 
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If the cluster contains only one element, then this will be 
zero or one. Fig. 1. shows an example histogram for a flash 
qualitative feature, where the values can be “flash auto”, 
“flash fired”, “flash off” or “flash redeye”. The mode is the 
“flash auto” and the frequency of this is 4. In the comparison 
of this cluster and an image four different results can be: if at 
the examined picture the feature is “flash auto” (“flash 
fired”, “flash off”, “flash redeye”), then the distance is 0 
(1/2, 3/4, 1 respectively).  

In order to tune the relative importance of the features, 
particularly the balance between the content and the 
metadata features, we have introduced weights for each 
feature, and the distance between two pictures is modified as 
can be seen in (2). In the current phase of our implemented 
system the wi weights have been determined manually 
(balanced between content and metadata features) based on 
the results of thousand pictures (there was a fine tuning), but 
we have intend to estimate the weights by automatically 
using supervised learning, where albums and their most 
representative pictures are given as training set.  

 �
=

−=
k
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2
iii )yx(w

k

1
)y,x(d  (2) 

D. The k-means++ clustering algorithm  
The k-means method is a widely used clustering 

technique that seeks to minimize the average squared 
distance between points in the same cluster. Although it 
offers no accuracy guarantees, its simplicity and speed are 
very appealing in practice (it is standard practice to choose 
the initial centers uniformly at random from X space). By 
augmenting k-means with a simple, randomized seeding 
technique, a new algorithm, so called k-means++ [10] has 
been outlined with the optimal clustering. Preliminary 
experiments show that the augmentation improves both the 
speed and the accuracy of k-means.  

The k-means algorithm begins with an arbitrary set of 
cluster centers, but k-means++ algorithm uses a specific way 
of choosing these centers. At any given time, let D(x) denote 
the shortest distance from a data point x to the closest center 
we have already chosen; so k-means++ algorithm is the 
following: 

• 1a. Choose an initial center c1 uniformly at 
random from X. 

• 1b. Choose the next center ci, selecting ci = x’ ∈ 
X with probability p, where p can be calculated 
by (3). 
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• 1c. Repeat Step 1b until we have chosen a total 
of k centers. 

• 2. For each i ∈ {1, . . . , k}, set the cluster Ci to 
be the set of points in X that are closer to ci than 
they are to cj for all j �  i. 

• 3. For each i ∈ {1, . . . , k}, set ci to be the 
center of mass of all points in Ci,, as can be seen 
in (4), where mci and mx is the mth coordinate of 
the ci point and x point respectively.  

 
i
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m

im C

x

c i

�
∈=  (4) 

• 4. Repeat Steps 2 and 3 until C no longer 
changes [10].   

 
Choosing the number of the clusters in k-means++ 

algorithm is a sensitive parameter for the goodness of the 
results. We have used the rule of thumb formulated in (5) for 
the determination of the clusters. 

 2/nk =  (5) 

After the clustering the closest picture to the cluster 
central point of the largest cluster is selected for the most 
representative image. Our solution is able to select more than 
1 picture for representing the whole album with choosing 
central pictures of the second largest, third largest, etc. 
clusters. This will be very useful at characterization of large 
image sets, where not only one picture characterize the all 
images. At this case similar pictures at the selection would 
be a wrong result, which is avoided in our solution because 
of very different pictures.  

E. Results  

We have implemented our ideas and solution described 
above in Python programming language. The Python 
Imaging Library (PIL) [11] has been used for the image 
handling. This library contains useful functions for basic 
content features. The extraction of EXIF features has been 
solved also in Python.  

The method has been just now implemented, the 
evaluation can be subjective (users’ decisions may be based 
on emotion anyway). There is subjective evaluation of 
images in other works (e.g. consumer photography [8]) as 
well.  

We have used the implemented program for personal 
images. In Fig. 2. a little part of the album can be seen: two 
rows are the results of the clustering and the pictures with 
different border are the central images. The cluster of the 
pictures in the bottom row is largest cluster, so the 6th image 
is the most representative picture in the album. 
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Figure 2.  Examples for clustering and picture selection 

F. Experimental evaluation 

We have collected 600 pictures from different sources 
(camera with EXIF data, other sources without EXIF data), 
and we have organized them in 20 albums with different 
topics (party, holiday, town, or unified mood, etc.). Three 
human evaluators have selected the most representative 
pictures (as first in the order), then second ones, etc., so they 
have sorted the pictures in each album. Our implemented 
solution has also selected a picture (as most representative 
one) in each album. These machine results have been 
compared with the aggregated order of three human 
decisions (the aggregation is based on Borda method). The 
machine results are not always the first in the humans’ order, 
but at 25% of albums they are in the best 5 representative 
pictures (denoting by p5=25%). Furthermore we have 
summarized how many cases, where the machine results are 
in the best 10 representative pictures, we have counted 14 
cases in 20 albums, so this is 70% (denoting by p10=70%). 
These figures are not excellent, but good enough. We have 
investigated the humans’ order, and we have concluded that 
humans’ decisions are dispersing. With cross-validation only 
two humans’ order were considered and aggregated, then 
were compared with the most representative pictures of third 
person. The comparison results of cross-validation for the 
first person: p5=30%, p10=85%, for the second person: 
p5=40%, p10=75%, for the third person: p5=45%, p10=70%. 
These figures present that our automatic solution is almost 
good as humans’ decisions. 

CONCLUSION AND FUTURE WORK 

This paper presents a description of a work in progress 
with new idea. The aim is to find the best way to 
automatically choose a picture from an album in order to be 
the best representation of it. The new idea is the 
consideration (in clustering) of different type of image 
features (content and EXIF data) with incomplete feature 
value possibilities. After clustering the central pictures of the 
largest clusters will be selected for representing the album. 
We have implemented this idea in Python and  

In calculation of distances for clustering many features 
are considered, but the set of features can be expanded. We 
are at the beginning of this research, we intent to take more 
features – like texture, local features, time-based features – 

into account. Further development will be the automatic 
calculation of weights in distance formula.  
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