
Enhancing Bike-sharing Demand Forecasting: Anomaly Detection and Feature
Selection in LSTM Networks

Pedro Nunes
School of Design, Management and Production Technologies Northern Aveiro

University of Aveiro Oliveira de Azeméis, Portugal
e-mail: pnunes@ua.pt
José Paulo Santos

Department of Mechanical Engineering,
University of Aveiro Aveiro, Portugal

e-mail: jps@ua.pt

Abstract—Accurate forecasting of casual bike-sharing demand
is crucial for optimizing operations and resource allocation. This
study employs a Long Short-Term Memory (LSTM) network to
predict hourly bike rentals, incorporating temporal, meteorologi-
cal, and categorical features. To enhance the model, we integrate
an anomaly detection step using the Local Outlier Factor (LOF)
method, treating its output as an additional feature. The initial
LSTM model achieved a Root Mean Squared Error (RMSE)
of 34.26. Incorporating anomaly detection based on weather-
related data, such as temperature and humidity, and subsequently
removing those features, led to an improved RMSE of 30.86.
Feature permutation analysis was then used to assess variable im-
portance. The most critical predictors were whether the day was
a working day and which working day it was, highlighting clear
behavioral patterns in casual bike-sharing demand. By combining
anomaly detection with feature selection, we enhance the inter-
pretability of LSTM-based forecasting models, which are often
considered black boxes. Removing redundant features simplifies
the model while potentially improving accuracy, making it more
transparent and efficient. These findings provide valuable insights
for bike-sharing system operators, enabling data-driven decision-
making for demand management and operational planning.

Keywords-LSTM; Bike-Sharing; Feature permutation; Anomaly
detection; Interpretability.

I. INTRODUCTION

Accurate forecasting of the demand for bike sharing is es-
sential to optimize operations and improve urban mobility [1].
Various factors influence bike-sharing demand, including built
environment characteristics, weather conditions, and temporal
trends [2][3]. For example, the authors in [2] demonstrated the
impact of urban infrastructure and land use on ridership levels,
while [4] investigated the operational challenges associated
with bike redistribution to balance demand across stations.
Additionally, event detection techniques have been utilized to
identify anomalies in bike-sharing data, enhancing forecasting
accuracy by accounting for unexpected fluctuations in usage
[5].

Recent advancements in Machine Learning (ML) have en-
abled the development of sophisticated predictive models, such
as Deep Learning (DL) approaches, to capture the complex
temporal and spatial dependencies inherent in bike-sharing
usage patterns [3]. Among these, Long Short-Term Memory
(LSTM) networks have shown promise in time-series fore-
casting due to their ability to model long-term dependencies in

sequential data [1]. The authors in [6] conducted a comparative
study between multiple linear regression and LSTM models,
finding that LSTM significantly outperformed traditional re-
gression techniques in predicting bike-sharing demand when
considering time and weather factors.

Recent studies have demonstrated the effectiveness of ML
techniques in capturing the complex, non-linear relationships
inherent in bike-sharing data. For instance, [7] employed an
artificial immune system combined with an Artificial Neural
Network (ANN), to predict bike-sharing demand. Similarly,
[8] proposed a Spatial-Temporal Graph Attentional LSTM
approach that integrates multi-source data, including historical
trip records and weather information, to enhance short-term
demand predictions. On the other hand, [9] emphasized the
importance of analyzing and visualizing bike-sharing demand
with outliers, proposing methodologies to model baseline
temporal usage patterns and detect significant deviations.

In this study, we employ an LSTM-based approach to
predict hourly bike rentals, incorporating temporal, meteo-
rological, and categorical features. To enhance model per-
formance, we integrate an anomaly detection step using the
Local Outlier Factor (LOF) method, treating its output as an
additional feature. This approach aligns with previous research
that highlights the importance of addressing demand variability
through advanced modeling techniques [4]. Furthermore, we
implement a feature permutation analysis to assess the impor-
tance of variables in order to understand the most influential
parameters on bike-sharing demand.

One of the key features of the proposed solution is the im-
provement of the interpretability of LSTM-based forecasting
models, which are often seen as black boxes. In realistic con-
texts, it is of utmost importance to have transparent predictions
and to understand the main parameters under the predicted
values to optimize operations and decision-making.

The remainder of this document is organized as follows:
Section II presents the problem being addressed and describes
the dataset used. Section III outlines the proposed combination
of anomaly detection and an LSTM network for forecasting
bike-sharing demand. Section IV presents and discusses the
obtained results. Finally, section V concludes the work.
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II. DATASET AND PROBLEM DESCRIPTION

The dataset used in this study originates from the Capital
Bikeshare system in Washington, D.C., covering a two-year
period from 2011 to 2012. This dataset, originally compiled
by Fanaee-T and Gama [5], includes rental data aggregated
hourly, and integrates multiple sources of information, in-
cluding weather data and calendar-based attributes, to provide
a comprehensive view of bike rental patterns. The dataset
attributes include:

• Temporal attributes: Date (dteday), season (season), year
(yr), month (mnth), hour (hr for the hourly dataset),
weekday (weekday), and working day (workingday).

• Weather conditions: Weather situation (weathersit), tem-
perature (temp), apparent temperature (atemp), humidity
(hum), and wind speed (windspeed).

• Rental information: Count of casual users (casual), reg-
istered users (registered), and the total count of rented
bikes (cnt).

The primary objective of this study is to develop an accurate
model to forecast the hourly bike rental demand for casual
users, using an LSTM-based approach. Since this demand
is influenced by several factors, such as weather conditions,
holidays, and special events, it is intended to incorporate a
method for feature importance, in order to assess the factors
that most contribute to the model’s prediction, thus mitigating
the black box nature of most DL models.

III. METHODOLOGY

The proposed methodology, depicted in Figure 1, encom-
passes a preprocessing step that structures the raw data for
training the LSTM model. After training, a feature importance
analysis is conducted to identify the most relevant features.
This process yields a predictive model that forecasts hourly
bike-sharing demand while providing insights into the most
significant contributing factors.

A. Preprocessing

The preprocessing stage encompasses several steps, as de-
picted in Figure 2. The dataset includes both numerical and
categorical variables. To prepare the data for training the
LSTM model, one-hot encoding was applied to transform all
categorical variables into numerical representations. Note that
the numerical variables are already normalized, and for this
reason, there was no need to scale them.

Anomalies and event-driven variations, such as unusual
spikes or drops in bike rentals, may arise due to special
events or extreme weather conditions [1] [2]. Considering this,
the LOF algorithm [10] was employed to identify anomalies
in the weather-related data (temperature, humidity, perceived
temperature, and windspeed). LOF is an unsupervised anomaly
detection method that identifies outliers based on local density
variations relative to their neighbors. It quantifies how isolated
a data point is by comparing its density to that of surrounding
points. The variables used for anomaly detection included:

• temp: Normalized temperature;

Figure 1. Overview of the proposed methodology.

• atemp: Normalized apparent temperature;
• hum: Normalized humidity;
• windspeed: Normalized wind speed.

In this study, a neighborhood size of 24 points was selected,
corresponding to the time window used in the LSTM model,
as will be further discussed. The method was implemented
using the Scikit-learn library, with a contamination ratio of
0.05.

The LSTMs are a type of Recurrent Neural Networks
(RNNs) designed to capture long-range dependencies in se-
quential data, making it well-suited for time-series forecasting
tasks. Unlike traditional RNNs, which suffer from vanishing
gradient problems when learning long-term dependencies,
LSTMs incorporate specialized gating mechanisms to regulate
the flow of information [11].

In this study, the input to the model consists of time-ordered
sequences of features extracted from the dataset, including
weather conditions, temporal attributes. Each training instance
is structured as a rolling window of 24 consecutive hourly
observations, where the model uses data from the previous 24
hours to forecast the bike demand for the next hour.

After structured, the dataset was divided in training, valida-
tion, and testing instances, maintaining the temporal order, as
illustrated in Figure 3. The proportion used was 68-12-20 for
training, validation, and test, respectively. By maintaining the
temporal order we want to ensure that no data leakage occurs
during the training process.
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Figure 2. Overview of the proposed methodology.

Figure 3. Overview of the data split, maintaining the temporal order. 68%
training data, 12% validation data, and 20% test data.

B. LSTM model training

The time-window size, NW , for the LSTM was set has 24,
since it is reasonable to assume time dependencies of the last
day, to forecast casual users of bike-sharing. Figure 4 depicts
the structure of the proposed LSTM model. It uses temporal
and weather features from the current hour and from the last
24 hours. The output of anomaly detection is also used as
feature, but in this scenario, the weather-related features used
to compute it, were removed. The LSTM network has one
layer with 25 cells, and it is followed by three dense layers
with 50,20, and 1 neurons, respectively. After the,e first LSTM,
and dense layers, a dropout of 0.1 was used. This model was
implemented using Keras and TensorFlow, Python libraries.

We use the Adam optimizer and mini-batch of 32 samples,
to optimize the weights and bias of the DL model. The adopted
learning rate was 0.001 if the number of epochs was lower than
10, and then decreased according to lr(i) = lr(i−1)∗ e−0.01,
where lr(i) is the learning rate of the current epoch. This
strategy was chosen to stabilize the training process, leading
to better fine-tuning of the model. The maximum number of
epochs was set to 100. Note that, to avoid overfitting, the
early stop is applied after 10 consecutive epochs with no
improvement in the validation score.

C. Feature importance analysis

The feature importance analysis quantifies the contribution
of each feature to the LSTM model’s predictive performance.
We employ the permutation importance technique, which
assesses feature relevance by randomly shuffling the values of
a given feature and measuring the resulting decline in model
performance. The greater the degradation, the more critical the
feature is to the model.

One advantage of this method is its model-agnostic nature,
meaning it can be applied to any trained estimator. Addi-
tionally, by performing multiple permutations, we obtain a
measure of variance in the importance scores, enhancing result
reliability.

Feature importance is computed by (1), where ij is the
importance of feature j, s is the reference score for the model
(e.g., F1-score for classification or RMSE for regression), and
K denotes the number of permutations. In this work, we set
K = 5.

ij =
1

K

K∑
k=1

sk,j − s. (1)

IV. RESULTS AND DISCUSSION

After obtaining the first LSTM model, by using all fea-
tures except the anomaly detection output, we evaluated its
performance on the test dataset using Root Mean Square
Error (RMSE) as the primary metric. Figure 5 displays the
predicted and actual values for the number of casual bike-
sharing users over the first 10 days of the test period. To
enhance visualization, only 240 hours of the test data are
shown. The RMSE for the full test set is 34.25, which is
reasonable given the range of values observed for casual user
counts.

To assess the impact of incorporating anomaly detection, we
removed the weather-related features originally used to train
the LOF model and instead included the anomaly detection
output as an input feature. The model was then retrained. As
shown in Figure 5, this revised approach improved the model’s
performance, reducing the RMSE to 30.86. Additionally, it
lowered computational complexity by using fewer input fea-
tures.

Accurately predicting bike-sharing demand is crucial for op-
timizing urban mobility decisions. However, beyond predictive
accuracy, understanding which factors most influence predic-
tions is essential for informed decision-making. To achieve
this, we applied the conditional feature permutation method
to evaluate the importance of each input variable. First the
correlation matrix was computed for the features, and then
features with a correlation higher than 0.75 were shuffled
conditionally, to assure that dependencies between features are
not broken during the process.

As depicted in Figure 6, the most influential features in
the trained model are workingday (indicating whether a
day is a weekday or weekend) and the features weekday_n,
which identify the day of the week. The seasons of the year
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Figure 4. Proposed LSTM architecture.

and general weather conditions weathersit appear to be less
significant.

It is interesting to note the features such as tempera-
ture (tem), perceived temperature (atemp), and wind speed
(windspeed) have very low importance, since anomaly detec-
tion also has low importance, however the anomalies detected
using these features as basis have a reduce the computational
complexity of the model, while improving its performance.
This suggests that instead of absolute weather values, what
matters most is whether the weather conditions at a given hour
deviate significantly from recent patterns.

Following the initial evaluation, we removed four fea-
tures (temperature, perceived temperature, humidity, and wind-
speed), and replaced them by the anomaly detection output.
The refined model achieved an improved performance, with
an RMSE of 30.86 (compared to 34.26), as depicted in Figure
IV. This indicates that combining DL with feature importance
analysis and anomaly detection allows us to:

• Identify the most influential features driving the predic-
tions.

• Reduce model complexity by eliminating less relevant
variables.

• Maintain comparable predictive performance while using
fewer features.

V. CONCLUSION AND FUTURE WORK

This study proposed an LSTM-based approach to forecast
hourly bike-sharing demand, incorporating anomaly detection
and feature importance analysis. Integrating the LOF method
allowed the model to account for unexpected variations in
demand, while the feature permutation analysis enabled the
identification of the most influential predictors. Results demon-
strated that the most critical features were related to the day of
the week and whether it was a working day, confirming clear
behavioral patterns in casual bike-sharing usage.

Furthermore, the feature selection step reduced model com-
plexity while improving predictive accuracy. This highlights
the potential of combining deep learning with explainability
techniques to enhance both performance and interpretability
in time-series forecasting tasks.

Future work could explore advanced interpretability meth-
ods for deep learning models, such as SHAP (Shapley Additive
Explanations) and Integrated Gradients, to provide deeper
insights into feature contributions. Additionally, investigating
attention mechanisms in LSTM or Transformer-based models
could improve both transparency and predictive accuracy.
Expanding the methodology to different bike-sharing systems
and urban contexts would also help validate its applicability
and robustness.

Another promising line of research involves the integration

4Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-286-9

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

IoTAI 2025 : The Second International Conference on IoT-AI



0 50 100 150 200 250

0

50

100

150

200

250
nu

m
be

r o
f c

as
ua

l b
ike

-s
ha

rin
g 

us
er

s
true values
prediction with anomaly detection
prediction without anomaly detection

Figure 5. Comparison between prediction scenarios with anomaly detection, and with no anomaly detection for the first 10 days of test data (240 hours).

Figure 6. Feature importance obtained through conditional feature permuta-
tion.

of IoT modules directly into bike-sharing systems, enabling
the real-time collection of weather-related data, such as tem-
perature and humidity, as well as automated user counting,
as proposed by [12]. Combined with additional sensors like
accelerometers and GPS, this setup could offer valuable in-
sights into user preferences and mobility patterns. Such data
could support the development of real-time, context-aware
route recommendation systems for cyclists, as explored in [13].
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