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Abstract—This paper provides and evaluates many simulation inside the packets and not using globally unique identifiers
results concerning the energy consumption in WSN under dif- (node address). WSN applications are usually interested in
ferent assumptions for various scenarios, including the impact of the kind of data and it is less important which node sent

the routing strategy, broadcast delay, data aggregation, ata rate, . S
and the significant effect of MAC selection and configuratiorof its the data. When the distance between source(s) and sink is

parameters. For simulations we analyze first the node’s belvior  1arge, intermediate nodes forward the messages from hop

in terms of energy consumption and investigate the impact of to hop until they reach the intended destination, leading to

different parameters on it. several possible multihop paths. Determining which set of
To that aim, we use our sensor network framework (SNF), jntermediate nodes to select in order to establish a path wit

a flexible tool to build various protocols by combining exising . L .
building blocks at different layers (i.e., we provide also omplete € @im to prolong the network lifetime (by conserving the

energy-efficient MAC modules). In this simulation environment ~€nergy of the nodes as long as possible) is not trivial. Bssid
routing protocols can be rapidly developed, closely inspeed the energy-efficiency requirement a routing protocol fogéa
and the effects of changing configuration parameters and the \WSNs must be reliable and scalable.

impact on the performance better investigated and analyzed g paper is an extension of [1] and is structured as follows.

We illustrate this in case of a two phase adaptive energy- . o
aware routing protocol (with several routing metrics) as wél as Section Il presents the state-of-art and the motivatiorirteh

an enhanced, energy-aware directed diffusion and provide ére  designing energy aware routing protocols for WSNs. Section
various experimental results. After simulation and evaludgion |ll describes the node software communication architectur
we are able to give guidelines for suited routing metrics and Section IV discusses how diverse routing protocols aret buil

strategies, composition of protocols at different layers ad how ,ing our framework. Section V illustrates the performanice

joint optimizations with MAC protocols increase the efficiency of L . - .

routing. these protocols by giving various simulation results.
Index Terms—wireless sensor network (WSN); routing proto-

cols; energy-aware; simulation framework; modeling

Il. RELATED WORK, MOTIVATION AND OBJECTIVES
For WSNs, where multiple source nodes send data to a

|. INTRODUCTION sink node (many-to-one communication pattern), establgh

A wireless sensor network (WSN) consists of a large numeverse paths is a very used scheme [2][3][4][5]. Many of the
ber (hundreds, thousands) of sensor nodes that are randoatdyprithms use distance-based forwarding, where the numbe
and densely deployed in a geographical area. Each of the dihops serves as a distance metric. Here each node selects th
tributed nodes in the WSN is able to collect large amounts péighbor with the lowest hop counter to forward the packet.
information, analyze and/or preprocess them and commignic&ince in most WSNs applications the battery of a sensor
them to a base node (sink). The nodes operate unattendedmodie is not replaceable, an important objective for routing
are forced to self-organize themselves as a result of fregiquerotocols is the energy-efficiency. The biggest energyndrai
topology changes and to adjust their behavior to curremgsults from transmission of packets. Shortest-path mguti
network conditions. Typically, a sensor node has resttictémproves the overall energy consumption since the energy
communication (radio range) and computation capabilitieseeded to transmit a packet from source to final destinasion i
limited energy and memory. The communication is unreliableorrelated to the path length. Unfortunately, algorithnigol
messages can be lost or corrupted and sensor nodes camimémize the path length will heavily load nodes on the path
damaged. The network topology changes also due to natel those nodes drain off sooner, thus creating holes in the
transient failures, addition or depletion. network, or worse, lead to disconnected networks.

A very challenging aspect in query-driven WSNs is to Techniques to balance the load among all forwarding nodes
determine the way the messages (query and data) are fme thus required [6][7][8][5]. One approach is to choose
warded between the sink and sources (nodes able to deleverrbutes such that the variance in battery levels betweeerdiit
requested data) using data-centric approaches. In datz routes is reduced. By taking the amount of node’s remaining
centric routingschemes the destination node of messageseisergy into account we prevent nodes from choosing the same
specified by tuples of attribute-value pairs of the dataiedrr route often and thus increase the lifetime of frequentlyduse
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nodes on common used routes [9][6][10]. Minimizing th®ifferent strategies to construct disjoint and partialilgjcinted
variance of the remaining energy of all nodes in the netwsrk (meshed) paths and the tradeoff between energy-robustness
used in the lifetime prediction routing protocol [8], whahe are discussed in [15]. In Gradient Broadcast (GRAB) [4]
network lifetime is maximized. The lifetime of a node can band Minimum Cost Forwarding [3] packets travel to sink by
predicted based on the residual battery capacity and tlke rdéscending a cost path. The cost is defined as the minimum
of energy discharge. energy needed to forward packets to the sink along previ-
In [7], Nurull et al. propose a route selection methodusly established routes. All nodes receiving a packet with
that considers both the routing cost and the network lifetirsmaller cost forward it, meaning that the packet can reaeh th
metrics, achieving in this way a good tradeoff between thedestination along several routes. This improves the ritiab
conflicting goals. Using a least cost route in order to optémi but increases the energy consumption since the packet is
some cost (such as hop count, energy, delay, link qualityansmitted (superfluously) on more paths. To improve the
etc.) impacts on the network lifetime since nodes with highenergy consumption one can use, for example, multi-link
communication demands might die soon. energy-efficient forwarding as in [5]. In contrast to singte
According to Aslam et al.[9], the network lifetime maxi-forwarding, where the sender sends packets to one forwarder
mization problem can be viewed as a max-min optimizatidhe multi-link forwarding exploits the broadcast charaistecs
problem. The proposed max-minP,,;, algorithm selects of the wireless shared channel. The idea is to broadcast the
routes that achieve a balance between the energy consumegdgket to a predetermined potential forwarder set. If that fir
a route and the minimum residual energy at the nodes alamgde in the ordered forwarding set does not acknowledge the
the selected route. The basic idea is to select a route that ysacket, the sender polls the next node in the set.
at mostz - P,,;,, energy, whereP,,;,, is the energy required Note that reliability needs to be implemented at upper kyer
by the minimal energy route, andis an adjustable parameter(as in Directed Diffusion [2]) when the transmission does
(z > 1). Between the routes with the total power consumptiomot employ a MAC layer reliability mechanism such as the
per path below: - P,,;,, the route with the maximal minimum RTS/CTS/ACK handshake [16].
residual energy is selected. The behavior of the nodes between source(s) and sink(s)
Similarly, GBR [6] improves Directed Diffusion [2] by depends on several factors such as the network topology and
uniformly balancing the traffic inside the network usingfica connectivity, the number of active requests in the network,
spreading and in-network processing (aggregation). the position of source(s) and sink(s), communication patte
Moreover, energy efficiency can be achieved by usifgAC protocol parameters (e.g., listen and sleep times), ap-
greedy forwarding schemes which are aware of the geograpplication parameters (e.g., interest refresh rate) andrso o
coordinates of the nodes as in [11][12]. For energy-savifdie cumulated impact of such a large amount of parameters
approaches at MAC layer the reader is referred to [13].  on the (outing behavior of individual nodes is difficult to

. . . . e predicted. Our main goal is to simulate reliable routin
Besides the energy constraint, a major concern in tf?e P 9 9

design of WSN protocols is a reliable delivery of the datgrotocols for WSNs able to prolong the network lifetime

packets to sink. Radio communication links are known to ha\% conserving the energy of the nodes as long as possible.

o : . . : erefore, we look after new metrics based on a sensor node’s
transitional region with widely varying degrees of paclad . . .
. residual energy or other attributes to be able to take apjatep
and high error rates [5][14]. Although the successful packe . - . .
. . . ; routing decisions in order to extend the lifetime of the WSN.
reception decreases with the distance, there might be ¢

S . L
where distant nodes may have smaller loss than nearby noqegreover, the energy con;um_pﬂon m_ust be optimized at each
ayer of the node communication architecture and the ca@sper

That means that establishing energy-aware reverse patigs uf‘lc%n between layers should be improved. We proposed in [17] a

hop counter metrics might not always keep the overall packe :

S L modular, energy-aware network architecture of a sensoe nod
transmissions energy to a minimum. In terms of energy, allts a flexible approach to design and plug-and-play various
might be more efficient to establish longer paths exhibitin bp 9 piug pay

low loss instead of shorter ones with poor link ualitieé’romCOIS at nework and MAC layers, and to combine and
P 4 nfxlyze the impact of different strategies (inside thequols)

whgre more energy has to be §pent for su_ccessful pacﬂﬁ the performance and lifetime of the WSN. We implemented
delivery. In such cases new metrics are required such as fhe . . .

. . . . € SNF simulatorusing the OMNeT++ 3.4b2 discrete event
ratio of delivery rate and energy costs as in [5] or metrieg th

) : ) simulation package[18] and its Mobility Framework (MP)
incorporate packet delivery rate and link asymmetry as 4j.[1 2.0p3 [19]. Part of the MAC protocols and the automatic

Besides communication links failures, sensor nodes canergy component of the framework were described in [20].
be damaged for a shorter or longer period of time. Routingoreover, we extend the framework with new features such as
protocols must tolerate such unreliable links and noderfad. add/delete, move (drag-and-drop), disconnect/recomuates
In the latter case, the routing protocol must react quickly t
topology changes, especially when a route is affected by théOMNeT++ is a public-source, component-based, modular apen-o

failure of a node. The robustness to different types of faiu architecture simulation environment with applicability the simulation of
) communication networks (http://www.omnetpp.org/)

can .be improved by multipath rOUﬁng [1.5][3][4][5]' Wh_ere 2extension intended to support wireless and mobile sinuratiwithin
multiple paths between source(s) and sink are establishediNeT++

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Internet Technology, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/internet_technology/

90

during simulation, which allow to analyze the impact oby the coordinates of the two points). The application layer
dynamic topology changes. contains and simulates the sensing unit of a sensor node and
In the present paper we focus on alternatives to desigands responses data eventsUpon receiving a request, the
energy-aware routing protocols using metrics that prolitregy node checks if it is a source of the requested data; if yes, the
network lifetime and we illustrate the performance of thesgpplication layer starts the requested sensor to gathatatse
distributed algorithms using our automatic evaluationl toand packs it in a response message to be sent to the request
(based on our statistic component). The quantitative effor initiator (sink). To that end, we employed one applicatiaydr
design new protocols and to integrate them into a compldtean can be used by all routing protocols.
protocol architecture is considerably reduced since wepte

modularity (in design) and code reusability. We illustragge  B- MAC layer
this by implementing two different routing protocols. At MAC layer, the main energy consumer in a sensor node
is the transceiver. To accommodate a low energy consumption
I1l. N ODE ARCHITECTURE the main idea is to turn off the transceiver most of the time

The common approach used to structure a communicatiand to activate it only when necessary, meaning that it works
protocol is layering; separate protocols are building tregt@ at a low duty cycle. Thus, we provide implementations (as
col stack where each protocol accesses functions of therlowemplete NIC modules) for energy-aware MAC protocols
layer protocol. Since for a resource constrained nodetstrilke S-MAC [24], T-MAC [25], Preamble Sampling [26] and
layering is inappropriate [21][22], we employ a cross-laydEEE 802.11 WLAN standard that can be used below a
design [23] by allowing exchange of information mainly esso network layer routing protocol (including support for ¢sibn
application, routing and MAC layers in order to optimizaletection). To the best of our knowledge, so far there are no
them. For routing protocols such optimization may improvienplementations for different MAC protocols (except a first
the energy consumption during communication, extend th¢tempt of the IEEE 802.11 WLAN) which can be embedded
spectrum of routing decisions and adapt the communicadionit the OMNeT++ sensor node architecture. This contribution
tolerate different kinds of failures or to avoid local cosgien. will be made publicly available for download and is not the
focus of this paper.

Application Layer | _ SMF_Sim host[1]
C. Network layer
(Transpor aye'LT_ r0s9 : t% In order to quickly build and experiment with different
ayer . .
Network Layer Y = S routing protocols, the network layer should be designed to
- 1 - ﬂ allow fast reconfiguration and code reusability.
f b, el aniii Sl peat
Dﬁt/?cl'lfg Ié?yer ' 4 At network layer the possibilities to reduce the energy con-
(802.11,S—MAC,¥—MAC.B—MAC sumption are to communicate rarely and to reduce the volume
(Telozfa’i;"g?h'm'ggk’fc;z’ Doy arp  stafistics of communication, i.e., the number of transmitted packgts b
a) b) using in-network processing (aggregation, compressitm), e
Fig. 1. a) Components of a sensor node b) in simulator. In WSNs the network layer provides a (best-effort) conroecti

less multihop communication abstraction to the upper Ryer
The software comunication architecture of a sensor nodeTigpically, its functionality includes packet forwardinovtards
illustrated in Figure 1 and consists of application, netwvorone or many destinations, creation and maintenance ofnguti
and NIC layer; the latter incorporates the MAC layer, thstructures, retransmissions and acknowledgments. Neie th
physical layer and the radio. We provided full implememtasi the general functionality of a routing protocol remains the
for the application and MAC layers, we extended the mobilitjame, what is changing from one protocol to the other are
component and added energy and statistics modules (sge [2DE protocol logic and the strategies which use different
The existence of the blackboard component (module) allowsetrics to route the packets. In order to better exploit, this
cross-layer interactions between the layers. implemented in SNF the network layer architecture proposed
Recall that we are looking for energy-aware routing protdA [17]. We shortly describe here the architecture (Figure 2
cols for long term query driven applications under the agsumsince we will have to refer to most of its components and their
tions that the message sequence is not known in advance #eractions.
several sinks inject requests in a large random sensor netwo It consists of three components: the in-out unit (I0U), the
o forwarding unit (FU) and several routing units (RUs). The
A. Application layer main task of IOU is to guide the packet flow. The FU forwards
The application layer provides the user a general way tioe packets to the appropriate RU according to the packet typ
send his request to the network. In a data-centric appr@actand the direction they are coming from. It also maintains and
request orinterestis a sequence of attribute-value pairs sucprovides access to internal cache structures (Intereati&nt
as type=temperature, interval=100ms, area=[(x,y),(u,Wthich is and Neighbor Tables, etc.). Theterest Tables a dynamical,
converted to an application packet. A request can be sentuer-programmable table containing request relevantrimde
a given area if the user specifies a rectangular area (defitied. Since we allow more sinks to inject concurrent regsiest
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into the network the interest is uniquely identified by thé. Two phase multihop routing

attributes: a node identifier, the type of requested data andl’his is an adaptive energy-aware routing protocol based on
the area under observation. Each interest entry contain§ a

reference to a dynamical, user-programmabfadient Table WO phases: thinterest propagatiomnd thedata transmission

; : L 7 where the data is sent along the reverse paths established
which contains the direction (node id) the packet came fro(Turing propagation of the in?erest. The maﬁn idea of this

and other routing relevant information. Unlike the Gradien = .~ @ > . L .
. . . . . routing is to find out what is the relevant routing informatio
Table, theNeighbor Tablecontains neighborhood information ) .
T . . - that shoud be spread to the nodes in the network without
that is independent of the interest (energy, link qualityiroes

when neighbors start and end their active period accoraﬁngstegd'ng extfllmnf_rornnﬁ mes.:sge;.t ¢ ket ‘
the used MAC protocol, etc.). uring the first phase the interest packet propagates

throughout the network, the cost field (hop count or other
Ly Application Layer 1} metrics) is established at each node and the gradient tatdes

y i Routing Protocol (code) created and initialized. Finally, each node has determitsed
% Routing | : minimal cost to sink and depending on the size of its gradient
g tJR?Lth) | gy :::“’%‘ . table, it knows a subset or all of its neighbors and their gyer
3| g § [ [ewmedp)j g In the data transmissiophase, the data packets are routed
Cross ‘ from source(s) to sink according to the minimum cost forward
Layer toupper ing principle. The choice of the next hop is based solely on
cy || =R T information available inside the gradient table and theneef
T TP = the corresponding routing algorithm is sender initiateteve
! o each involved node selects the "best” next hop and sends data
(Ufiie |t as unicast. This best next hop can be chosen according to
Gesie I B ol ‘ several strategies (metrics).
ot _ The first strategy was to route the data packets on the shortes
Forwarding Unit _ (FU) | path between source and sink (hop count metrics, denoted in
oo Networklayer ___ i the sequehc).
T messageflow T cache updates. - - functon cal The second strategy, denothd, E, combines the hop count
Fig. 2. Interaction of the components at network layer. metrics with the neighbor residual energy. More precisdgh

h s ad icall h bl imol node records the neighbor with smaller hop count than itself
The RU Is a dynamically exchangeable component implemeq among these the node with the maximal residual energy is

ing (part of) the routing protocol with the main task to forea selected as its best next hop. However, choosing the neighbo
packets by (_jet(_ermining their_ next hOPS- The SU is an optionghy, e highest energy level does not guarantee that the pat
component inside the_RU with the aim to modularly_ separalg ihe sink along this node contains only relay nodes with
the policy of determining the next hops for packets inside trhigh residual energy. It can occur that this path contains a
routing protocol. Since the architecture is not subjecthef tbottleneck energy node, which should be avoided whenever
presented paper the reader is referred to [17] for morelsletabossible_ ’
In order to overcome this we consider a third strategy, dahot
D. Other components Ahc/ E, which combines the hop count and the residual
energy of each node on the entire path between source and
sink. To that end each nodecomputes its cost as
« an energy component that models automatically the edd,, = min{M, + 1/E,|v € Neighbor(u)}, whereE, is the
ergy consumption in a sensor node (including also thesidual energy of node and M, is the summation of the
energy consumption due to collisions, in order to haveasts on the path from the sink up to and including nede
realistic energy model),

Furthermore, we integrated in the node architecture:

« a statistics component with automatic visualization of 100 100 4 100
relevant data, which enables a fast analysis of different AO---O--—0O-._ 0.
performance criteria, .

o N . Source () Si

« across layer enabling interchange of significant informa- 4 A 4 3 .- in

tion directly among the different layers of the protocol BO"*Q*"O*"O//

StaCk(WlthOUt additional messages) Fig. 3. Two disjoint paths from source to sink. The residusrgy for each

node is given.
IV. ENERGY-AWARE MULTIHOP ROUTING
This additive path cost function represents now a quaivitat
Here we concentrate on two routing protocols that weharacterization for the goodness of the entire route. For
implemented at the network layer: a two phase multihagxample, if a relay has three alternatives nodes3 and C
routing and enhanced directed diffusion. with costs1/20, 1/10 and1/5 respectively, it will choose the
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route going through nodd, since this obeys the minimum-directly proportional with the received cost field. Durirtgst
cost forwarding principle. This third metrics contributes period, the node extracts from all received packets themahi
better balance the energy consumption of the network byst field and if this is better than its own, it updates itsaloc
redistributing the traffic load more uniformly on the nodesost. Then it broadcasts the packet with its cost. It is alwio
Still, there are particular scenarios where this stratemgsdot that if 7, is large enough the node broadcasts only once the
avoid a bottleneck node, as illustrated for a source with twainimal cost, but this introduces latency in the transmissi
disjoint long paths in Figure 3. The cost on the path through To guarantee reliable delivery (per hop), data packets are
Ais 1/100+ 1/100+ 1/1 + 1/100 = 1.03 wheras through unicasted using RTS/CTS/ACK handshake at MAC layer or
Bis1/4+1/4+1/441/3 = 1.083. ThusAhc/ E selects they are marked as relevant at network layer (which enables
the path with the smaller cost throughalthough it contains the network layer reliability mechanism).
a bottleneck node with residual energywhich will be soon Note that the interest is refreshed (broadcasted) at config-
depleted). urable intervals depending on the data generation interval
Alternatively, in order to avoid such node with low residualhe refreshes are necessary in order to notice changes in
energy we introduce a forth strategy, denoked cE, which the topology (new or failed nodes) and to propagate the path
employs uncorrelated the hop count and the critical energjjtical energy information in the network.
(cE) on the entire path between the sink and source (i.e., tae Enhanced directed diffusion
least residual energy on this path). Each nedeomputes ) .
¢E, = min{E,, max{cE,Jv € Neighbor(u) A hec, < To illustrate the usefulness and the possibilities of the
he,}Y, hence the hop count plays the main role in selectijOPoSed SNF we present here also how a complex routing
the next hop, while the critical energy on the path just refin@rotocol such as directed diffusion (DD) can be realizece Th
the decision. In order to enable this, each node maintaiits inProtocol we implemented, referred as enhanced, energyeawa
cache tables;(l1-C) information about its neighbors including directed diffusion (EDD), is a variant of the original DD
hop count, critical energy and the timestamp of last receivé?], including energy-awareness mechanisms (metrics twhic
critical energy message. To forward a data packet to sinkc@nsider the residual energy of nodes and geographic coor-
node uses the hop count and critical energy metrics (whéhgates [11]). The directed diffusion protocol is conseter
the weight of each factor is adjustable). The node sele@@MPlex since it combines discovery, querying and routing
its next hop candidatecand, out of three sets: nodes withmechanisms in a single protocol. Therefore, we decided to

smaller Set), equal Getd and higher Set3 hop count he) decompose it in phases, which can be modularly embedded
by executing the pseudocode: in our architecture of the network layer. We discuss how we

cand = candl decomposed the protocol in phases (including our changes to

if (cand2 € Set2) the original) and show how its complexity can be reduced by
If (card2.cE - cand.cE) = eDif1) employing simple routing units, which later can be exchange

if (cand3 € Set3) . and variably configured (by reusing the code) to achieve an
if (c(;ﬁgd::%f;(—jgand.cE) > eDiff1*(1+(cand3.hc-cand.hc-1)*k) energy-aware routing.

We briefly describe the four phases and the different types
eDiffl andk are configurable threshold values. Note that fasf messages used; we name the phases according to the
Set3we relax the conditiorhe, < he, to enable selecting operations the sensor node executes in each of them. Gigneral
neighbors that are one hop further away from the sink than ttree operations correspond to some known traffic patterns
current node. The drawback here is the possibility of cngati (given below for each phase in parenthesis) in the WSN:
loops in the routing process since we lose the "right diceCti phase 1: Interest propagation(flooding, 1:all)
information kept inside the hop count. A sink aiming to subscribe to certain events creates an

In order to avoid the drawbacks of strategies three and interest and injects it in the sensor network. The original
four we propose a further new strategy, referredhasE, interest has a low data rate and is broadcasted to the one
which correlates both the hop count and the critical energy hop neighbors (Figure 4.a). Intermediate nodes receiving
on the path. Therefore, each node computes and forwards the the interest create and add a gradient entry in their

pair: [hop count distance to sink; critical energy on path],
as (hey;cEy) = (hey;cEy) @ (1; Ey), where (hey; cEy)

is the hop count and critical energy pair corresponding to

nodev = argmin{hc,/cE,Jv € Neighbor(u)} and the
operator® is defined for each term asc, = he, + 1 and
cE, = min{cE,, E,}.

Additionally, to alleviate the problem of excessive broad-

gradient table, containing the interest attributes and the
sender node from where the interest was received. These
gradients allow the node to route back data matching the
interest (a node knows only the one hop neighbor which

sent the interest, not also the initiator of the interest).

If the interest has not yet been seen, it is rebroadcasted
by each intermediate node. This way the message is

casts during flooding caused by the fact that a node broadcast forwarded hop by hop in the entire network.
instantly after receiving a lower cost without knowing winat Phase 2: Path establishmenfconvergecast, k:1)

this cost is minimal we introduce a waiting tin1g,. A node
will wait for a time T,, which is chosen either constant or

Once the interest reaches potential sources, the sources
reply with an exploratory data message at the (low)
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Fig. 4. EDD phases a) interest propagation, b) exploratatg donvergecast,

requested rate, in order to find paths to the sink. Using
the gradients (corresponding to this interest) from phase
1, the exploratory data messages are sent back hop by
hop (via multiple paths) to the sink (Figure 4.b). This
phase is referred in original diffusion as initial gradient
setup phase.

Phase 3: Reinforcemeni{multicast, 1:k)
The sink receives one or more exploratory data messages.
It selects thebes® exploratory data message and a rein-
forcement message is sent towards the neighbor sending
this message. Upon receiving a reinforcement message,
each node creates a reinforced gradient for that neighbor,
chooses the best next neighbor towards the source and re-

c¢) reinforcement_of ar@ghbor to each source d) data propagation

message is flooded, each intermediate node maintaining
a gradient entry towards the sender of the interest. The
sink refreshes the interest message periodically, in order

— to announce that it still wants the data,

— to update the node state and to discover topology
changes (i.e., new/depleted sensor nodes),

— to reach all nodes in case one or more of the pre-
vious interest messages were lost (due to collisions,
communication failures, etc.).

Additionally, if the network has been partitioned, the
absence of the refresh message notifies the source that
the sink cannot reach it. Correspondingly, the source may
decide to delete the request after a given time. Between

sends the reinforcement message to the selected neighbor the original interest and the refresh interest there is no

(Figure 4.c). Recall that the selection process (i.e., lwvhic
node should be reinforced) is a local decision based on
the contents of the data cache. This data cache (in our
architecture th®at al ni ti at or Tabl e) is similar to

the gradient cache but in the opposite direction, to route
messages (reinforcement) from sink to source nodes.
To be able to reinforce a given neighbor each sensor
node stores, for each known interest, a data cache with

difference.

« Exploratory data — The exploratory data message is used

by the source to explore or discover a path to the sink,
as the sink and the source nodes do not know each other.
When a node receives an interest message, it inspects the
request and, if the data information that it can deliver
matches the requested data, it declares itself a potential
source for that interest. Data messages are initiated by

recently received data messages. If the same data messagey source and are forwarded (with the identity of the

is received several times, it is silently discarded. Thus,
an intermediate node knows only two things: where to
forward the incoming data message and which neighbor
has been reinforced.

Phase 4: Data delivery(restricted convergecast)
When the reinforcement message reaches a source, g
complete path of reinforced gradients exists between
source and sink (Figure 4.d). Data messages can now
be routed from each source to the sink using exactly one
path.

In each phase a special message type is forwarded inside

the network. There are several relevant messages types:

o Interest — Each time a request is injected at the sink
an interest message is created. The interest is a set
of attribute-value pairs containing at least the type of
the requested data, a data generation interval and the
expiration deadline for the interest. The original intéres

3The meaning of the term varies according to the goal of rgutifor
example, when low latency is required the fastest neighbaelected.

source) toall gradients in order to reach the sink. This
creates multiple exploratory data messages reaching the
sink. These exploratory data messages are cached at each
node; they are refreshed periodically (with a lower data
rate) for the same reasons as the interest message.
Reinforcement— The positive reinforcement message is
a modified interest, usually with a higher data rate, sent
by the sink upon receiving one or more copies of an
exploratory data message. In order to reduce redundacy
of data messages, the sink selects onseweralpreferred
neighbors as starting points for path(s) to reach the
source(s). The selection criterion is usually latencyt tha
means the fastesmeighbor (the first node that sent a
not yet known exploratory data message) is selected.
Checking the initiator of these data messages is possible
only by caching the exploratory data messages and being
able to distinguish among them.

The reinforcement message is forwarded by each in-

40Other possible criteria are: energy, hop-count, etc.
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termediate node, based on the same next hop selectiesidual energyit is also possible to consider for the second
criterion until it reaches the source(s). Additionallycka phase a strategy that consider principally the energy on the
intermediate node upon reception of the reinforcemepath without the hop count. In this way one get maybe longer
message marks the reinforced gradient. paths and in the fourth phase one can use a hop count strategy
Thenegativereinforcement message is a path maintenate select the shortest path between them.
message. If a new improved path is discovered, the nodeThe third routing unilRU_DGr adi ent uses data gradients
has the possibility to use the better path and to diminiggathered in the second phase) and reinforces the nodes on
the importance or to deactivate the previous one. The dlie path according to th& Best GradVal strategy. This
path can be used as backup path or becomes a norstedtegy uses a path additive metrics (similar to thiec/F
gradient. strategy frongIV-A), where the path along nodes having better
. Data — The data messages contain the actual data.vAlues are selected. Since the reinforcement process works
source initiates with the interest’'s requested rate perioglways the same, but the decision which path to reinforce (th
ically a data message, which has to be forwarded alofastest one, the path with highest residual energy, ete) th
the reinforced path. Each intermediate node can perfouser can choose among all these (loadaBldy the one more
in-network processing on the data message received. Tdppropriate for his application.
most common processing is a store and forward functioDpye to the fact that we generally keep several reinforced
where some kinds of data reduction (e.g. aggregation) meighbors (according to the metrics) also in phase 4 we offer
filtering are performed before forwarding it. flexibility in chosing an energy-aware policy in order to teet
According to the identified phases we can now split thealance the data transmission load among the reinforcéd pat
protocol in several routing units as illustrated in Figure 5 Hence, our enhanced version of directed diffusion allows
a much better tuning during the protocol, which offers more

RU_Flooding || RU_ConvCast || RU_DGradient || RU_ConvCast RU_Aggregation | T1€XiDility and leads to a gradually and considerably dinainu
tion of the communication traffic.

S_BestHC S_BestGradVal _BestHC&Energy ggr-Algorithm

a) b o P o As each cost-field approach, directed diffusion scales well
Fig. 5. a) Interest propagation, b) Convergecast using @esubf the fOr large networks since the number of gradients kept in sode
gradients, c) Reinforcement using a subset of data-griadidh Data delivery depends on the number of requests and density (neighbgrhood
and €) Aggregation. not on the number of sensor nodes.

We employ five routing units, the first four corresponding
to the four phases of the protocol and the fifth one is
an aggregation unit responsible to control the aggregationThe ultimate goal of running a simulation is to provide
of data messages. Each of the routing units (excepting ti@sults and to get some insight into the behavior of the senso
RU_FI oodi ng unit) has an attached strategy unit whictetwork by analyzing the obtained results. We start with the
specifies its policy (to achieve its goal). two phase multihop routing protocol given §iV-A using a
The RU_FI oodi ng unit, responsible for the interest propa48 nodes WSN, continue in Sectigv-l with a simulation
gation' does not need a Strategy since it uses ﬂooding (u‘jthécenario for EDD and conclude with some remarks about the

any decision to be taken). The communication traffic canng&configuration of our simulator.

e Tedicd g 1 s ! GO 06098 it o e vt ey on e ey corspon

considerably reduce the traffic in the subsequent phases. = "' ) :
Unlike the original directed diffusion where data messagd@n intervalis set t@00ms and the requestis refreshed atsa

are forwarded to all gradients (still flooding in phase 2), ifiterval. We assume one sink (node 21) and a zone with only

our enhanced version we restrict the set of gradients taaev®N€ Source (node 16) as illustrated in Figure 8. Simulation

of them according to a customizable criterion. We implemefSults for the impact of different routing strategies oe th

this phase in thdRU_ConvCast routing unit and allow the energy consumption are given in Table .

use of any metrics (from simple one like hop count, laten

V. SIMULATION RESULTS

The application requirements assume that the data genera-

s 48 nodes net | Strategyl | Strategy3 Strategy4 Strategyb

energy, etc. to combined ones like§h/-A). Furthermore, the Energy he AhC/E he,cE heeE
sources start to send their data exploratory messagesfbefy g consumed | (hop count) | (energy) | (critical energy) | combined
receiving several refreshes for the same interest, in dwler| _Max [mJ] 5.520 4.957 4.402 4.935
give the network time to stabilize. Max-Min[mJ] 3.625 8.075 2.507 8.038
i . . _,Std. dev.[mJ] 1.140 977 797 989
The second and forth routing units are the same since bothrsgrmy 145689 147,972 150 557 128.769
phases propagate data messages (either exploratory or real TABLE |
data messages). The only difference consists in the syrateg IMPACT OF STRATEGIES ON THE ENERGY CONSUMPTION

(unit) used: in Figure 5 th&_ Best HC strategy forwards the

(exploratory) data messages in phase 2 (only) to neighbordAs can be seen, an energy-aware approach leads to a
with smaller hop count and tHe Best HC&Ener gy strategy better overall behavior of the network. More precisely, the
to neighbors that besides a smaller hop count have also Bnotggults show that the better metrics are combinations of hop
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count with critical energy (strategi€s4 and 5); hereby the ) Consuned encrgy using THAC with 4 Strategies
overall energy consumption is slightly larger (less thadf/a. e e —
in comparison with strategy 1), but the consumption is Ibett  sses | e eE

balanced among nodes (up to 30% smaller standard devial
than for strategy 1), which extends the network lifetime.
When using only the hop count metrics we notice a velg e -
unbalanced energy consumption of the nodes (see stanc
deviation, the difference Max—Min); nodes on minimal ho
count paths will soon be depleted while nodes with enou
energy on comparable paths are not employed at all. oo | "
Figure 6 illustrates thesorted energy consumption of all
10

4888 -

35088 -

consuned energy L[n

nodes using T-MAC protocol with all the four strategies give  zses -
before. The energy is sorted in order to better visualize tl 2000 |
distribution of the energy consumption on the nodes. Ol

can notice that strategies 4 and 5 using both the hop cor  1see -

and critical energy have the positive effect that they badan ’ YT e
the overall energy consumption on more nodes. This can be
observed by comparing the plotsThac-hc,CEandTmac-hcCE

with Tmac-h¢ in the first two plots the curve is smoother than

the last one, with no more than 3.3% overall energy increagecase of low duty-cycle protocols, like T-MAC, the situati
(see Table I). can be somewhat different. Adjustifig, to achieve a better
Consuned energy {sorted) using THIC with 4 Strategiss energy consumption remains difficult and we give some rgsult
for simulations configured with T-MAC. Nevertheless, the
cumulative impact of different link (MAC, radio), networkd
application parameters should be further studied/andlyae
find out if an optimal value fofl,, exists.
Since we set the listen time and frame time for T-MAC
to 30ms and 600ms respectively, we run the simulation for
three different values fof,,: 0.4ms, 20ms and 600ms. The
simulation results fohc and hccE strategies are given in
Table I, where the total energy consumption in WSN is given
for each value off’,,. The simulation time was 2min and each

Fig. 7. Energy consumption of each node using the four sfiege

6000 -
5508 -
5608 -
4588 -

4000

ergy [nJl

3580

suned ent

H
8 3000 4
2500 -

2000 - _

of the 3 sources generates 5 data packets/s.
. . -Mm . . Energy [mJ] Broadcast delayT(,)
Fig. 6. Energy consumption using different strategies &3AMAC). [ Strategy [| 0/4ms | 20ms | 600ms
To analyze the energy consumption on each individual node hc 85.403 ] 84.759[ 85.221
one can ol i in Ei hccE 91.868 | 89.964 | 90.964
plot the energy unsorted as illustrated in Figure 7. FRBLET
One can separate the nodes according to their position to the IMPACT OF Ty, ON ENERGY CONSUMPTION

established path in three classes: a) nodes on the patly (rela

data messages according to the requested data intervab, b) The best energy consumption is achieved with a broadcast
hop neighbors to the path (receive data message updates&\é] y of 20ms, thus not for the highest valueTof

react protocol dependent on receptions for which they ate RRe next check the impact of these values on the number of
the intended receivers) and c) nodes more than 2-hops aWa¥roadcasts

from the path (not involved in data message transmissions,

they receive interest refreshes or synchronization mes3ag Rebroadcasts Broadcast delay(.)

The energy consumption decreases according to theseglasse | Str:tegy | 1%2;71 ?2) | i gg;na) | 1600502m(3)
. . . C . . .

For example, for the first strategy using the hop cqunt _rrmtrlc heeE 15534 (2) | 1268 (0)| 1.063 (1)

the nodes on the path, namely 1-7-2-11-20-21 in Figure 8, TABLE T

consume more energy than the Other nodes IMPACT OF T, ON THE NUMBER OF REBROADCASTS

B. Cumulative impact of the broadcast delay and strategy In order to count how often each node rebroadcasts an

We illustrate further the impact of the broadcast del&y)( interest we stop the refreshes after 112s (the simulatios ru
on total energy consumption. It would be expected that fontil 120s). In this way, we guarantee that each interestséaf
larger values ofl’,, the energy would decrease. This is trueeaches all the nodes (no one is still propagating). Thahsea
for MAC protocols without or with a fixed active-sleep regimethat each node should broadcast at least 22 times (interest
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Fig. 8. The standard network with 48 nodes used in most stiook (to identify easily the nodes referred in the textelanapshots are relatively small).

refresh rate is 5s), i.e., for 48 nodes this gives a total &610
times (optimum). The total number of rebroadcasts is given
Table 1ll, with the number of missed refreshes in parenthe:
(due to collision not all refreshes are received by all npdes

From Table Il one can observe that for theecE the
total number of rebroadcasts improves (near optimum)
T, increases. For a broadcast delay of 0.4ms the number
rebroadcasts is high and therefore by udsi E strategy a
T,, greather than 20ms is recommended. The distributions
rebroadcasts on each node for bothhticeandhc c E strategies
are visualized in Figure 9 and 10, respectively.

broadcasted packets

Note that the value of’, plays an important role for the
hccE strategy, since here the metrics changes faster. E\
though the number of rebroadcasts 7Qr=600ms is near opti-
mum, the energy consumption does not improve. This sugge
that besides the number of rebroadcasts there are otherdac
that affect the energy consumption. We supposed that this «
be caused by a higher number of collisions. Therefore, we
measured the number of collisions and we found out that both
strategies have slightly the same number of collisionstier t
sameT,, (exceptinghccE strategy with 0,4ms delay). That

25

24 |

22

21

20

19

Rebroadcasted packets {(hc strategy, 3 sources, stop refresh at 112s)

Ho_TuBdns

Hc_Tu28ns

c_TuE0BHs m—

Fig. 9.

168 15 28 25 308 35 48
host

Rebroadcasted interests for hc strategy.
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Rebroadcasted packets {hccE strategy, 3 sources)

97

is 32% for thehc strategy and 35% for thBccE strategy,

45

48

35

30

broadcasted packets

25

HocE_TuB4ns mmmmm

HecE_Tu28ns
ccE_TwG08n|

—_— respectively. One can notice that when aggregation is edabl
= not only nodes along the used paths consume less energy but
also their neighbors.

Inpact of aggregation on energy {hc strategy)

4888 -
3960 1
3800 -
2960 1

2008 -

I ‘ 1568 -

consuned energy [nJl

28

Fig. 10.

18

15

n

host

35 48

Rebroadcasted interests for hccE strategy.

45

1808 -

a 5 18 15 28 25 38 35 48 a5
host

Fig. 12. hc: energy consumption of the nodes with/withougragation.

means that the better energy consumption TQ=20ms is
inherent to T-MAC'’s aggressive time-out policy. Since T-MA

extends its listen period at each send/receive event, thé to
time the node is in idle state is longer for a 600ms delay than

for a 20ms delay.

C. Data aggregation

Since data readings are most of the time correlated, one can
use in-network processing in order to reduce transmis¥ien.
consider now a simulation scenario with 3 sources (placed
inside the rectangle in Figure 11), each one sending 500
packets at an interval of 200ms, with a simulation time of
2 min. By letting 3 sources to send simultaneously, the traffi

Inpact of ageregation on energy (hocE stratepy)
3588

HeoE —F—
ccERgy ——
3808

2508

2008

consuned energy [nJ1

1588

load increases and each source tries to send its data packets =~ ¢ = ® ® = = ® ® = o

host

on the shortest path (usirige strategy) or on an optimal path Fig. 13. hccE: energy consumption with/without aggregatio
with the greatest critical energh¢ cE strategy).
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by the sink reveals that no data packet (3 x 500) was lost on
the way to sink (for place reasons we omit the result).
To aggregate the data messages the sources are building an
o on i aggregation tree (the aggregation algorithm is implentente
o by a differentRU) inside the zone. The best positioned node
Ko becomes aggregator, it waits for data messages from the two
B sources and sends one aggregated message.
/m The routes selected by the cE strategy for sending such
S aggregated messages are also illustrated in Figure 11. This
shows how the strategy balances the packets’ transmissions
e % and the adaptivity of the routing protocol to find all possibl
S | paths between sources and sink.

D. Source-sink latency

Fig. 11. Snapshot of the network with 48 nodes running giyae The routes

followed by the aggregated data messages are highlightedagrows).

Using the framework we can also determine the source to
sink latency. In Figures 14-15 we illustrate comparativibly

For thehc and hccE strategies the energy consumptiosource to sink latency with aggregation enabled fortbeand
of nodes with and without aggregation (green and red curvés,cE routing strategy, respectively. As expected, the source-
respectively) are given in figures 12 and 13. The energy gaimk latency is greater for thbccE strategy than forhc.
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Since the first strategy selects also longer paths to balliecea test network consisting of 103 nodes with a distance of
transmission load, the underlying T-MAC may need an ext@ahops (on the shortest path) between source and sink. At
active frame time (of 0,6s) until the data packets reach thetwork layer we configure the simulator to route according
sink. to the hccE strategy. We first use T-MAC and set up three
source-to-sink Latency runs for different data intervals of 200ms, 500ms and 1000ms
respectively, which is equivalent to a data rate of 5 pkt&/s,
pkts/s and 1 pkt/s. For T-MAC we set the listen time to 15ms

2.5 7

2 1 and the frame time to 600ms. We repet the measurements for

3 B-MAC, where the listen time is set to p6 and the sleep
. time to 5ms.
f Energy [mJ] Data generation interval [ms]
[ MAC Protocol ][ 200 | 500 | 1000
i T-MAC 273,48 238,08 | 213,67
g B-MAC 264,33 | 220,65 | 197,75
! TABLE IV

851 ENERGY CONSUMPTION USING DIFFERENT DATA GENERATION RATE

L - w e a0 e Table IV gives the total energy consumption for both

sinulation tine f1 configurations with T-MAC and B-MAC.

Fig. 14. hc: source to sink latency.

Inpact of data rate on energy by using the hccE strategy (103 nodes)
source-to-sink latency 5588 -

pnac_diezes ——
brac_diasens —<—
brac_dileps —x—
5608 - knac_diez2es —=—
Lnac_diasen

trac_dileps —o—

2,5 q

5Pkts/s

3l
A
====4
R
;J } 2Pkts/s

1Pkt/s

2 1 4588 -

4608 -

1.9 1

3508 -

3680 -

consuned energy [nJ]

source-to-sink latency [s]

25688 -

8.9 1
2068 -

1588 -

a 28 48 68 88 188 host
sinulation time [s]

Fig. 15 hcck: Source to sink latency. Fig. 17. Impact of using data rates on energg¢E strategy).

E. Latency MAC queue Figure 17 illustrates the sorted energy consumption. If we

Moreover, we can plot the latency for a packet in the MAGOMPare the curves f(_)r a data generation interval of 200ms
queue (namely the time between entering and leaving t€ €Nergy consumption of the nodes on the path for B-
queue) for each node, the number of packets in the MA'&AC is still h|gh,.even though the total energy consqmpﬂon
queue or (average) the number of collisions per node. Fgrcomparable with the one of T-MAC. By decreasing the
example, the latency for the aggregator (node 3) is illtstra data rate the consumption of the nodes on the path decreases
in Figure 16 considerably and B-MAC outperforms T-MAC.

2

G. Impact of unknown higher traffic depletion time

We consider the WSN as in Figure 11; additionally to sink
21 (data interval of 700ms, interest refresh is 5s) with Ices!
(right red rectangle) a new sink, node 41, was added which
requests data from the zone containing node 2 (middle green

Latency [s]

o o o v . . rectangle) at a data interval of 500ms and sends refreshes at
Simulation Time [5) 4s. At MAC layer we use T-MAC protocol with listen time
Fig. 16. Latency in MAC queue. set to 60ms and frame time 600ms.
) We set a very low initial energy for several nod&80m.J
F. Impacts of data rate on the energy consumption (equivalent to 3eU) for node 10 arl@00m.J (5eU) for nodes

To illustrate the impact of data rate on the energy cof-and 7. The energy of nodes is converted in a scale between 0
sumption in larger networks, we build another scenario witnd 255, which are calleeénergy unitgeU). Additionally we

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Internet Technology, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/internet_technology/

99

multiply the energy consumption of the node (in all its statesorted in order to better visualize the distribution of the e
with a factor of 10, to achieve a shorter simulation time.lBuergy consumption on the nodes. The application requiresnent
a situation could result from a long run of a previous interesassume that the data interval generation is set to 200ms and
for example from sink 39, (or 41, 42) to sources 2, 7 and 1Be request is refreshed at a 5s interval. We use the folpwin
(or subset of them). abbreviation, e.gSmac 60 60@mploys S-MAC with an listen
The goal is to show the impact of the two strategies on tlfactive) time and frame time of 60ms and 600ms respectively
time when the nodes run out of energy (the depletion time)and the hop count as default routing strategy, whiteac 15

By using thehc strategy, when both interests are active, th@0ceuses T-MAC with an active time and frame time of 15ms
shortest route for the second interest goes through thesnodad 600ms respectively and the cE routing strategy.
7, 10, 0 which are depleted relatively fast by the first irgére
and the data packets are then obliged to travel along longer consuned energy sorted

4500
Snacb0-600

routes, e.g. 11-5-17-39-41. By using thecE strategy the Bnaca-sitce ——
zone containg the nodes 0,7,10 is avoided. Since this is the e |feetestie——
shortest path from source 2 to sink 41 it is used for a short
time at the beginning until the source gets information @abou
its neighorhood (nodes 11 and 15). In our SNF it is easy to
identify and visualize during simulation the route that akm
follows to reach the corresponding sink. Moreover, one can
plot the number of data packets sent sent by the sources and
the number of data packets received by the sinks in order to
verify if all packets reach their destination. Under ourremo
this is the case for both routing strategies.
The depletion times for the nodes configured with less energy  ** % 7 & & = # % = = =

are given in Table V. . ‘ s
Fig. 18. Energy consumption using different protocol ssa¢(B-MAC and

T-MAC with different parameter settings and two routingagtgies).

3508 -

3000 -

2500 -

nsuned energy [nJl

g

o

2088 -

Depletion time [s] Nodes
| Strategy [| Node 10 Node O | Node 7 ) )
e 032 6107 | 7443 It can be observed that in case ®ihac 60 69((W|th the
hccE 55.87 76.81 | 82.85 hc strategy) andsmac 60 600céwith hccE), the influence of
TABLE V the strategy on the energy consumption is minimal, since the

IMPACT OF TRAFFIC AND STRATEGY ON DEPLETION TIME data traffic is relatively small and all the nodes are most of

The hc strategy has preferred to route along shortest pdite time in idle listening and are consuming almost the same
and when the path was no longer available it used the n@gount of energy. However, when employimgac 15 600
shortest path. On the other side, thecE strategy has pre- the choice between thiec andhccE strategy has a relevant
ferred to use longer paths in order to omit the nodes with towinpact on the energy consumption, the balancing policy of
energy reserve. Therefore the energy consumption by usft@CE is reflected by the smooth@imac15-600ceurve than
the hc strategy must be smaller. It is noteworthy to remartie Tmac15-60(ne for thehc strategy.
that for this network scenario under the given settings theWe chose here for S-MAC a higher active time than for
procentual difference between the total energy consumptio T-MAC (60ms vs. 15ms) since for higher data rates S-MAC
both strategies is below 2%, while the depletion time insesa collapses (fails to deliver) than T-MAC as we will see next.
for the hccE strategy with a procentage between 12%-38% P) In the sequel we investigate the limits of the MAC
(achieved for the nodes 7 and 10, respectively). protocols. The goal of this analyze is to find out when

The simulation and the results show that using tiee E  the MAC protocol is overloaded and is not able to deliver
strategy the lifetime of the nodes and thus of the network cgHccessfully data messages. We consider the MAC protocol
be pro'onged W|thout Signiﬁcant pena'ties in the total gyer OVerloaded |f |t discards more than 10% Of the data messageS.
consumption. The broadcast messages (interest and its refreshes) are not

taken into account, since we consider them not relevanhfor t
H. Impact of MAC application. The impact of different data rates on the bihav

Besides comparing energy consumption of nodes, min/mafk the MAC (with a bounded queue) can be illustrated in
latency in a node and between source and sink our framew@iigure 19 by counting the total number of dropped frames.
allows also an analysis of the impact of a complete MAC Reasons to discard frames are either that the MAC queue
protocol. is full or a transmission failure occurs (the maximal regrie

a) We investigate first the effects of different MAC protacolthreshold to send the same frame was hit). One can observe
and their configuration parameters on the energy consumptthat all MAC protocols have a point in the graphic from
of the nodes. Fig.18 illustrates tisertedenergy consumption where the number of discarded frames increases steeply. If
of all nodes using S-MAC and T-MAC protocols with twowe consider the 10% limit as the point from where the MAC
routing strategies, namely tHec and hccE. The energy is protocol is considered overloaded (unreliable), one caenie
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o on the actual setting of this time. If the path has more hops
% than a packet can travel per listen time, it is cached in the
é MAC queue and waits the next listen period. That leads to a
% latency with a variation of one listen period.

1000 [

Dropped packets

B-MAC has a low latency without variation. This is due to its
very low duty cycle compared to the one of S-MAC and T-
MAC. Usually a packet needs here one (duty) cycle pro hop.
The WLAN 802.11 has very low latency, without variation,
since the protocol has no sleep state.

100 150
Datainterval [nsl

d) Finally, the dependency of the source-sink latency on the
number of hops between the source and sink is illustrated in
Figure 21. For this simulation the data generation inteival

set to 500 ms and we take 20 measurements with a variable
that S-MAC hits this limit at a data generation interval of18distance between source and sink in the range from 1 to 10.
ms (aprox. 5 frames/s), B-MAC at 75 ms (aprox. 13 frames/s)

and T-MAC at 30 ms (aprox. 33 frames/s). Opposite to them,

Fig. 19. Impact of the data generation interval on differeitC protocols.

Source Sink Latency with Standard Deviation over hopcount
the WLAN 802.11 is characterized by a high efficiency, since Gl r——
even at 10 ms (aprox. 100 frames/s) it discards only few e
frames.

¢) We study next what influence has the MAC protocol and |
the data generation interval on the source to sink latenmy. F
time-critical sensor applications this behavior is an img@oat
aspect in choosing the appropriate MAC protocol. In order §
to analyze the latency we have taken 20 measurements witl =
randomly placed sink and a constant distance of six hops

ency [s1
™
——

=

between the source and sink. For different data generatior ™|
intervals the results are illustrated in Figure 20. % H 1
er =] IE 8 B =] ‘E -] =] =] 8
o020 o Fig. 21. Impact of the number of hops on the source-sink tgten
5 T-MAC and S-MAC have a similar behavior, they forward
| ] a packet 2-3 hops in one listen period and correspondingly th
) ] source-sink latency is small. After that the latency ineesa

constantly with each new hop. Notice the slightly smaller
latency (and variation) of S-MAC compared to T-MAC. The

s s ] cause is the fact that at this lower data rate the listen time o
T el T T-MAC is seldom extended and therefore packets must wait a
Fig. 20. Source-to-sink latency for different data rated MACs. sleep period until the next listen period. In contrast, SGA&

able to forward the packets more hops during its fixed listen

In case of T-MAC the source to sink latency is relativelg\?[fﬁl' g;g/"i‘f hh;}:;Vsen:alls’rsgﬁr;gi/ergreeisé:galta;?nﬁé’ﬁg' <

constant, increasing slightly at higher data rate (for 50m : y y 9 PS.
since the protocol nears to its collapse limit. The reldive . . . . .

. i , As a concluding remark for the simulations involving the
thr:g? ;taggsé? r?sgiu?g rs ehsxst;hea;itr?lf ir;u\;];tr)i:)?; acnveesycltwo phase multihop protocol we can state that both the choice
S-MACp experiences a relatively high latency (z;lprox 15%2f the MAC protocol and the choice of routing strategy
beginning with a data interval of 200ms, and collapses at a{tg/mthotl# agq[regitllt_)fnt_mflueryce_fﬁhe ﬁnergy consumption
data interval of 50 ms (the protocol reaches its lifisee and thus the hetwork itetime, signiicantly.

Figure 19). At lower data rate the latency is almost constant_l_h imulati q t b ied

in the range of a frame time (0.6s). The number of hops tha* g € same simufations and measurements can be carried over
. SN ; ' or the enhanced directed diffusion (EDD)protocol. Instead

packet travels per listen time is approximately fix and dejsen

of presenting similar results here we choose to exemplifg he

5Appropriate configuration of the listen period allows a eotrfunction at the advantages of our decomposed, modular deS|gn of this
50 ms, but then the energy consumption increases complex routing protocol.
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|. EDD scenario The interest is flooded in the whole network (each node

To illustrate the exchange of a complete routing unit (RURat hears the interest is colored with light red). Figuread
we implemented EDD in 5 RUs, each of them implementinghows the preferred paths (see the thick blue arfpthat data
one phase of the protocol, namely: interest propagatiath, p@ackets have used to reach the sink. One can also remark that
establishment, reinforcement, data event gathering and difing the simulation several paths have been reinfordes (t
additionalRU to control the aggregation. white nodes) due to energy consideration reasons.
Here we want to illustrate the impact on energy consumption\We changed now the configuration by replacing the flooding
resulted by exchanging different RUs and SUs. We wilised in the interest propagation phase with a geographic
exchanged, for example, for the first phase the flooding Ri9oding unit (i.e., we just exchanged the corresponding.RU)
with a geographic flooding RU and for the third phase th®ince the network is dense enough the forwarding zone for the
strategy used at reinforcement. Instead of reinforcing tiieterest (and its refreshes) is restricted to the dottetangge
fastest neighbor that delivered the data event we chose €@fgéermined by the sink and the destination zone (Figure 23).
neighbor with the most residual energy able to deliver it. ~ As a result of our energy-aware strategy for the gradient
For our simulation we use a more dense network (wifiginforcement phase we obtain different data paths, namely
more than 50 nodes, |n|t|a||y with a fixed residual energy dhe thick blue ones. Note that the data traffic is reducedgsin
2500 mJ), with node 0 as sink, placed in a central position #fe source 2 aggregates now the source nodes 3, 22 and 31,
the network. The sink injects an interest requesting a dahg last two aggregates source 12 and 33, respectively.Node
generation at 1s (refresh it at each 10s) in a zone with2d and 36 send as before their data directly.

sources, placed in the right side of the network as illusttat Concuned energy using geo-Flooding ve Flooding
in Figure 22. 1400 1
S————— DD-GeoFlood —¢—

T (SNFNetwork) SNF_Sim

1288 -

4|2 G o M @) B [T How submone
B (sFretwark SNE_Sim (id=1) (pir0xa7A5aa8) 1008 -
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Fig. 24. Energy consumption by using flooding and geografibading.
Fig. 22. Flooding and data flow routes at the end of simulation

The energy consumption for a 2 minutes run is plotted
in Figure 24, where green stands for geographical flooding

" i re— and red for flooding. Note the significant decrease in energy
18 R [ S | consumption in case of geographic flooding and also the fact

& 4= P QY rulsw P

[ (SMFNetwark) SNF_Sim (id=1] (ptr0x6770366)

2 s e T e that a lot of nodes have almost no energy consumption (the
Bméﬁmg @ E: 24_1? (P Ex 24.5? 2 %) = i.j.!:l 2 . . i gy p (

: 2 ones outside the forwarding region).
 2qbe 00 - s S COB AT i Of course, one can run simulations for enhanced directed
¥ i L W i stz | diffusion in combination with different MAC protocols and
SaplfsEIHE S, T T R illustrate all kinds of performance criteria (energy effiuty,

latency, depletion time, collisions, etc) like in case ofotw
phase routing protocol.

J. Simulator reconfiguration
The overhead required to reconfigure the simulator (in order

&

«

; el host[36] to combine different building blocks of protocols) is sm&ibr
ag . . N
| st "OMEE PO gy Foggil MRS /| example, in order to modify a routing strategy we only need to
~d I -
) ) ) Sthe thickness of a link is according to the number of data @@ckhat
Fig. 23. Geographic flooding. used that link
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edit the strategy name. To activate the aggregation pracess the traffic in the network avoiding in this way congestiond an
needs to edit the aggregation RU name and to set a flag.iflduced collisions {V-C and §V-I).

exchange a complete MAC protocol one has to edit two lines inDelaying the request (interest) broadcast is recommended
the configuration file of the node to include the new submoduie optimize further the energy consumption, but finding an
and to import the corresponding code. Protocol's pararaeteptimal value is not trivial, especially when the undertyin
(e.g., active and frame times) have corresponding paramet& AC protocol does not have a fixed schedW¥-B). In such

in the configuration file which can be edited. A recompilationases a closer exchange of information between the MAC
step for the whole code is not necessary (assuming that @btocol and the routing protocol is required. This can be
MAC protocols have been compiled) in order to start theccomplished by using the cross-layer component.

simulation and to visualize the results. The simulation results have shown that the choice of the
MAC protocol, especially its duty cycle, has a major impact
VI. CONCLUSION AND FUTURE WORK on the energy consumption in the network. Thus, whenever

. . ) _ the application requirements are known it is essential liecse
In this paper we investigated several factors that impagfe MAC protocol appropriately. Moreover, the choice of the

on the performance of routing protocols used in resourggmpination of the MAC and routing protocol influences the
constrained wireless sensor networks. The main perforeaighavior of the network in terms of energy. An interesting
criteria we are interested in are the energy consumptigdhservation is that the adaptive characteristic of thetegias
the network lifetime and also the latency of the network iggmpined with topology knowledge can be exploited when the
delivering replies to users requests. We analyzed the IMpREAC protocol is based on a preamble sampling scheme (like
of factors such as various routing strategies, differentCMAB_MAC) (see§V-F).
protocols and their configuration parameters, link and nodepjgre important is the fact that the main impact on the
failures, changes in the network topology, in-network prospergy consumption of the nodes is given by the MAC protocol
cessing, and fluctuating traffic. A node’s behavior in terrhs gpqg only secondary by the routing protocol.
energy consumption is difficult to be exactly predictedcein  cyrrently we provide implementations for different rogfin
it depends on a large amount of parameters, which may h%tocols and several low duty-cyle MAC protocols (S-MAC,
adverse or unexpected effects, and thus also its impacteon hpac, Preamble Sampling), including support for collisio
evolution and performance of the entire network. Hence, @gtection and radio switch times).
adequate modeling and simulation framework was needed ilas future work we intend to quantify the programming
order to achieve a fine tuning of all these parameters andd@rhead needed to develop and integrate new protocols.
better inspect the cumulative impact of their behavior o theyrthermore, since the MAC protocol has the main impact
sensor network. on the energy consumption, we intend to provide more MAC
To that aim we employed our SNF, a flexible tool to desigprotocol implementations and to compare their performance
and combine various protocols at application, network amthrrying out comparative analysis between different MAC
MAC layers and to analyze the impact of different routingrotocols and their interaction with network layer protsco
strategies and factors mainly on the energy consumption gl reveal surely other promising aspects that can bring
the WSN. The framework can automatically visualize variousptimization at both layers.
performance criteria to enable a fast evaluation and compar Additionaly, we strive for more modularity at MAC layer,
son of protocols. mainly to embed at MAC layer more customizable services
For routing protocols we proposed and compared seveligk the receiver-based contention (or other innovativeaid
energy-aware routing metric§l¥) by employing local and from new MAC protocols), which in our opinion gives an-
more global information concerning the residual energy efther perspective to the interlayer communication and doul
nodes. The main challenge here is to decide what is thgprove the energy efficiency of routing.
relevant routing information that should be spread to thaeso
in the network without sending explicit routing messages,
in order to balance the load of forwarding the data packetd] A. Kacsod and R. Wismiiller, “Modeling and simulation afultihop

: : : : routing protocols in wireless sensor networks, Froc. 5th Int. Conf. on
on all the nodes by using different routing strategies. We Wireless and Mobile Communications (ICWMC’09)Cannes, France,

exemplified this by describing two concrete protocols: a two  August 2009, pp. 296-302.
phase multihop routing and enhanced, energy-aware difect] C. Intanagonwiwat, R. Govindan, and D. Estrin, “Direttdiffusion a
diffusion scalable and robust communication paradigm for sensoranksy in

. L Proc. ACM MobiCom Boston, 2000, pp. 56—67.
We showed that an energy-aware routing can significantlyg] F. Ye, A. Chen, S. Lu, and L. Zhang, “A scalable solutionmimum

contribute to better balance the communication load among cost forwarding in large sensor networks,” firoc. 10th Int. Conf. on

. . . Comp. Comm. and NetworksArizona, 2001, pp. 304-309.
nodes, and thus to prolong the network lifetime with MIiNOLy E Ye, G. Zhong, S. Lu, and L. Zhang, “Gradient broadcdstobust

penalties in the total energy consumption. Local neighbodh data delivery protocol for large scale sensor network@ifeless Net-

knowledge turned out to be insufficient to achieve this. works/Springer, The Netherlandsol. 11, no. 2, pp. 285-298, 2005.
A . . ful t d th 65] M. Busse, T. Hanselmann, and W. Effelsberg, “Enerdicieit for-
ggregation is very useful to reduce the energy consump-" \yaging schemes for wireless sensor networks,Pioc. Int. Symp. on

tion of the nodes on the path and, additionally, it can reduce WowMoM New York, USA, June 2006, pp. 125-133.
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