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Abstract—In recent years, while TV dramas are being broad-
cast, many comments and discussions about the dramas are
posted on Twitter. These tweets are called “live tweets,” and after
watching a drama, users can search for live tweets about scenes
of interest to them, enjoy the impressions of other viewers, and
deepen their thinking from a different perspective. However, in
the current Twitter search function, even if the user searches
for a keyword of the target scene, the tweets including the
keyword are only presented in sequential order of posting. It
takes time for users to find the live tweets of the scene they are
interested in. This paper proposes an interface that can efficiently
look back at dramas by visualizing the similarity distribution
of specific keywords by time for live tweets posted during the
drama. In this paper, we propose two Word2Vec-based methods
and one TF-IDF-based method to calculate the similarity between
keywords and live tweets posted during segments of the drama
for visualization. From the results of the evaluation experiments,
we found that TF-IDF-based method is the most suitable method
for calculating the similarity between keywords and situation
segments for visualization. In addition, the results of a usability
survey of subjects using the prototype system showed that the
proposed interface was able to capture the characteristics of TV
drama scenes and was an effective way to look back at TV
dramas.

Index Terms—Twitter; social viewing; live-tweeting; TV drama;
looking back.

I. INTRODUCTION

In recent years, social networking services (SNSs) have
become widespread worldwide. In particular, Twitter is consid-
ered to be one of the most popular SNSs and is used on a daily
basis for a variety of purposes, including the dissemination of
opinions and communication.

In this context, social viewing, where people post live
tweets while watching a TV program, is becoming increasingly
popular. Live tweets are tweets posted while the poster is
watching a TV program and include real-time reactions to
the program, such as comments and opinions. By posting live
tweets, SNS users can discuss the same programs with other
users via Twitter, just as they normally do with their family
and friends while watching TV programs [1]–[4].

Social viewing is not only fun for users who post live tweets
but also for the users who only view the tweets rather than
posting them. This paper focuses on live tweet searching after
watching TV dramas, where viewers may want to know what
others thought about a scene that left a strong impression on
them or a scene that they have questions about. In such cases,
they can look at the live tweets of other viewers of the scene

and relate with the viewers that have similar opinions or gain
new knowledge by seeing tweets with a different perspective.

Viewing live tweets can allow viewers to review the content
of the drama and enjoy their reactions to the program more
deeply. However, many live tweets can be posted about TV
programs, and it is necessary to search through them to find
the live tweets for the desired scene. This paper proposes a
interface for finding the live tweets of TV dramas [1]. The
term “TV drama review search” refers to the search for actual
tweets for a specific scene in order to look back on the content
of a drama after the initial viewing.

In the conventional Twitter search function, live tweets can
be retrieved using hashtags. Hashtags are tags that begin with
a “#” and classify posts by a specific topic. Many live tweets
are tagged with the title of the program or its abbreviation, and
hence people can search by hashtag to see live tweets posted
by other people. However, whereas this search function is ideal
for viewing real-time tweets about a scene being broadcast, it
poses some problems when viewing past tweets, such as when
the user wants to view tweets about an earlier scene after
watching a TV program or when the user wants to record a
TV program after it has aired. There are three problems users
encounter when browsing past live tweets.

1) The number of live tweets of TV programs is huge, and
it takes a lot of effort to check each result obtained by
the tweet search function and to go back to the tweets
of the scene that the user is interested in.

2) The contents of live tweets are often very brief. It can
be difficult to tell from the tweet alone which scene the
comment is about.

3) Users can also narrow down the tweets by searching for
keywords that are characteristic of the target scene along
with the title of the program or abbreviated hashtag,
but only the tweets that match these keywords will be
displayed, and hence if the keywords are ambiguous,
users will not be able to obtain the tweets they want.

In this paper, we propose a tweet search interface that
enables the efficient review of TV dramas to overcome these
problems. This interface helps users efficiently discover live
tweets of interest. In this system, the user inputs a tweet of
interest, and the number of live tweets related to that keyword
in the drama are visualized as a graph. Using this graph, the
user can efficiently discover the time interval related to the
interest and easily access the tweets of the scene the user is
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interested in.
The contributions of this paper are as follows:
1) we propose a user interface suitable for viewing the

opinions of TV dramas posted on Twitter, and
2) we demonstrated the effectiveness of the proposed in-

terface through user experiments.
This paper is organized as follows. Section 2 positions this

research with respect to related studies. Section 3 gives an
overview of the system proposed in this paper, and Section
4 describes the details of the proposed method. Section 5
shows the results of the experiments, and Section 6 presents
a summary and future work.

II. RELATED WORK

There have been many studies about TV programs and live-
tweeting on Twitter.

Nakazawa et al. [5] proposed a method for detecting impor-
tant scenes from tweets related to TV programs, estimating the
main characters and events in each scene, and assigning them
with labels representing the scenes for the efficient viewing
of recorded TV programs. Lanagan et al. [6] proposed a
method for identifying events of interest within the video of
live sports broadcasts. Ushijima et al. [7] focused on social
viewing of TV dramas using Twitter and characterized TV
dramas by “development pattern” by extracting the features
of scenes in the drama’s chronological order using live tweets
posted during the drama broadcast. Vranić et al. [8] proposed
a method for extracting drama patterns from viewer responses
about TV dramas posted on social networking sites.

In these studies, the features of the scene and the sentiment
of the tweets were extracted and visualized based on the live
tweets. In this study, we further extract the engagement for
keywords entered by the user and present them in chronolog-
ical order.

Tsukuda et al. [9] proposed a method for estimating the
scenes in which characters in a video attract the attention of
viewers and estimating the degree of activity of each character
in each scene using comments posted on Nico Nico Douga.
In this method, the attention-grabbing scenes are estimated by
focusing only on the characters. In contrast, in the method
proposed in this paper, the attention-grabbing scenes are
estimated not only using the names of characters but also using
the keywords entered by users.

III. PROPOSED METHOD

The purpose of this study is to develop an interface that
allows users to find live tweets related to the desired scene
with simple operations in order to efficiently review TV drama
programs.

A. System overview

Live tweets of TV drama programs represent the real-time
responses of users who are watching the drama in question.
Live tweets are considered to strongly reflect the content of
the scene being broadcast at that time [7]. We assume that
the scenes associated with the keywords specified by the user

Figure 1. Overview of the proposed system.

have many live tweets with high similarity to the keywords.
The relevance of the keyword to the scene is then estimated
using the content of the live tweets associated with the scene.
Specifically, the timeline consisting of live tweets posted
during the drama broadcast time is divided into segments, and
the relevance between segments and keywords is determined
based on the similarity between the tweets and keywords
in each segment. Then, by visualizing the transition of the
relevance, users can easily find the segment they are interested
in. When a user specifies a segment of interest, the user can
then access the tweets contained in the segment.

Figure 1 shows an overview of the proposed system, and
the procedure of the system is described as follows:

1) The system collects live tweets about TV drama pro-
grams using the Twitter application program interface
(Twitter API). Specifically, tweets that include the title of
the TV drama program hashtag posted during the broad-
cast time of the target TV drama program are collected
and stored in the tweet database (tweet DB). Retweets
and replies are excluded from the stored tweets.

2) The tweets of the TV drama program specified by the
user are retrieved from the tweet DB, and the timeline of
the collected tweets is divided into segments according
to time in order to obtain the characteristics of the tweets
over time.

3) Morphological analysis is performed on the tweets in
the segment.

4) The tweets and keywords in the segment are vectorized.
5) The cosine similarities of the vectors are calculated. The

similarity between each segment and the keyword is also
calculated.

6) The similarity of each segment is visualized and pre-
sented to the user.

B. Modeling situations of TV dramas

The aim of the proposed method is to estimate and visualize
the excitement related to keywords for each unit of time
according to the progress of the TV drama program. We divide
the timeline of collected live tweets into segments of a certain
time interval. The set of tweets in the segmented time interval
is called a situation segment, and each situation segment is
considered to strongly reflect the characteristics of the scene
broadcasted at that time.
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Figure 2. Relationship between scenes of a TV drama and situation segments
in a timeline.

Figure 2 illustrates the relationship between the scenes of a
TV drama and situation segments in a timeline.

We represent the timeline tl of live tweets as a series tl =
(tw1, tw2, · · · , twn) using tweets twi. By denoting the time
of posting a tweet tw as time(tw), any two tweets twi, twj

in the timeline will satisfy time(twi) < time(twj) if i < j.
This study introduces the concept of situation segmentation

to describe the real-time content targeted by live tweets. A
situation segment is a time interval in the targeted real-time
content, which is defined as s(tl, st, et). Here, tl represents
the target timeline, st represents the start time of the segment,
and et represents the end time.

In this study, we divide the targeted real-time content into
situation segments of equal length (unit situation segments)
using a time window and model the features as a unit. To
generate a unit situation segment, we apply a time window
of length m to the real-time content, move it by m/2 width,
and allow the windows to overlap halfway so that we can also
properly model the boundaries of the segment. When a unit
situation segment is defined for the target real-time content, the
state of the real-time content can be represented as a series of
unit situation segments. Hereafter, unless otherwise specified,
the term “situation segment” refers to a unit situation segment.

For each situation segment s, we consider the corresponding
live tweet series TW(s), which represents a subseries of the
timeline targeted by the situation segment s.

C. Visualization

In this method, we provide a user interface that visualizes
and displays the obtained similarity of each segment as a
graph. The visualization approach is illustrated in Figure 3.
The user first enters a keyword of interest q into the system.
The system then calculates the similarity sim(q, s) of the
entered query keyword q and the situation segment s in the
target timeline. A single situation segment is represented in
a bar graph with one horizontal bar, where the length of the
bar represents the similarity. By looking at the graph, the user
can determine the time the scene related to the keyword was

Figure 3. Visualization approach.

broadcasted, and by moving the mouse over the graph, the
user can view the live tweets posted at that time. The right
half of Figure 4 shows an example of timeline visualization.

To calculate the similarity sim(q, s) between a keyword q
and a situation segment s, several methods can be considered.
In this paper, in Section IV, we propose three methods for
computing the similarity and evaluate their performance in an
evaluation experiment.

D. User interface

The proposed system provides an interface that enables
users to view many tweets about scenes of interest using a
visualization based on the similarity between keywords and
situation segments. Figure 4 shows an example of the interface
provided by the proposed system. A generated bar graph is
shown on the left side of the interface. Users can click on any
part of the graph, and tweets posted at the time represented by
that location are displayed on the right side. The color of the
background of each tweet indicates how well it matches the
user’s query. The closer the background is to red, the more
similar the tweet is to the user’s query.

IV. COMPUTATIONAL METHODS FOR QUERIES AND
SITUATION SEGMENTS

In the proposed system, the similarity between the user’s
query and the situation segment is calculated and used for
visualization. There are several possible methods to calculate
this similarity. In this section, we propose three similarity
calculation methods. The performance of each method is eval-
uated based on the experimental results presented in Section
V.

A. W2VE method

We propose the W2VE method as the first similarity cal-
culation method. This method is based on the Word2Vec
[10], which is a word vectorization method that uses a neural
network consisting of two layers for text processing. By
learning the weights of the neural network using a corpus,
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Figure 4. Screenshot of the user interface of the proposed system.

a vector representation of words can be obtained. To calculate
the similarity between a situation segment and a keyword,
Word2Vec is used to calculate the similarity between the query
and each keyword in the segment.

In this method, the tweets and keywords in the segment are
vectorized using the Word2Vec model learned by the above
method, the cosine similarity with respect to the keywords is
calculated for each tweet, and the average is used as the final
similarity for the segment. The similarity of the W2VE method
is defined as follows:

W2VE(q, s) =
1

|TW(s)|
∑

i∈TW(s)

csim (w2v(q),w2v(i))

(1)
where q is the query keyword, s is the situation segment,
w2v(q) is a function that vectorizes the query keyword q
based on the Word2Vec method, and csim(a,b) represents
the cosine similarity between vectors a and b.

B. W2VS method

We propose the W2VS method as the second similarity cal-
culation method. The W2VS method is a calculation method
that also uses the Word2Vec method. In the first method, the
average of the cosine similarities of vectorized queries and
tweets is obtained by Word2Vec. In contrast, in this method,
the vector of the situation segment is obtained by vectorizing
all the tweets in the target situation segment using Word2Vec
and calculating their average. Then, the cosine similarity

between the query vector and the vector of the situation
segments is calculated. The W2VS method is formally defined
as follows:

W2VS(q, s) = csim (w2v(q),avg(s)) (2)

avg(s) =
1

|TW(s)|
∑

i∈TW(s)

w2v(i) (3)

C. TFIDF method

The third similarity calculation method proposed in this
paper is the TFIDF method. The TF-IDF [11], [12] method
calculates the importance of a word in a document based
on the frequency of occurrence (TF) of the word in the
target document and the inverse document frequency (IDF)
of the word. The TF-IDF method has been proposed in the
field of information retrieval and is currently used for various
purposes. In this paper, we propose a method that calculates
the importance of a word in each situation segment using
situation segments instead of documents in the general TF-
IDF method.

The TF value of t in s is defined by the following equation,
where freq(t, S) is the frequency of occurrence of a word t
in the target situation segment s.

tf(t, s) =
freq(t, s)∑
i freq(i, s)

(4)
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idf(t) = log

(
|S|

1 + |{s|freq(t, s) ≥ 1, s ∈ S}|

)
(5)

By multiplying the TF and IDF values calculated above, the
importance weight(t, s) of a word t in a situation segment s
is defined by the following.

weight(t, s) = tf(t, s)idf(t) (6)

Using the above weights, we define the similarity
TFIDF(q, s) between query keyword q and situation segment
s as follows:

TFIDF(q, s) = csim(h(q),w(s)) (7)

where h(q) represents the one-hot vector of the keyword q,
and w(s) represents the feature vector of the situation segment
s, which is constructed using the word weights weight(t, s).

V. EVALUATION

This section presents the experiments we conducted to
evaluate the effectiveness of the proposed method and its
results. We evaluated our method with respect to the following
two issues:

1) the performance of the three similarity calculation meth-
ods proposed in this paper, and

2) the usability of the proposed system.

A. Dataset, preprocessing, and prototype

The dataset used for the evaluation consists of live tweets
about TV dramas collected using the Twitter API. We collected
live tweets for 16 TV dramas (125 episodes) broadcasted
on Japanese TV stations from July to September 2019, and
a further 15 TV dramas (111 episodes) broadcasted from
October to December 2019. The hashtags of the respective
TV drama titles were used to collect the live tweets for the
TV dramas during the broadcast times of the target dramas.
Retweets and replies were excluded from these data. These
tweets were written in Japanese.

Figure 5 shows an overview of the preprocessing required
for this dataset. From the tweets included in the dataset,
the hashtags and URLs of TV drama titles used in the
collection were removed from the text because they could act
as noise when obtaining the characteristics of the tweets. The
other hashtags were not excluded because they can contain
information such as the names of the actors in the current
scene and thus become features of the scene.

All the tweets in the dataset were split into morphemes
by MeCab [13], a major Japanese morphological analysis
engine. For the MeCab dictionary, we used the mecab-ipadic-
NEologd dictionary [14], which covers a wide range of Eigen
expressions, collapsed notations commonly used on the web,
and new words. Of the segmented morphemes, only nouns,
verbs, adjectives, and adverbs were used, and for conjugated
words, the original form of the word was used.

We implemented a prototype of the proposed system for
the experiments. This system runs as a web application. PHP

Figure 5. Overview of the preprocessing.

and JavaScript were used for its development, Apache was
used as the webserver, and MySQL was used as the database
management system. The Gensim library [15] was used to
calculate Word2Vec, and the Twitter dataset described above
was used as the corpus for training the Word2Vec model.

B. Performance comparison of the similarity calculation
methods

1) Experimental method: In this paper, we proposed the
W2VE, W2VS, and TFIDF methods to determine the simi-
larity between the query keywords given by the user and the
situation segments. We compared the performance of these
three methods through experiments. For live tweets related
to the target TV dramas, we determined the query keywords
related to those TV dramas and calculated the similarity be-
tween each keyword and the situation segment. The number of
target TV dramas was three. Ten query keywords were selected
from each of the adjectives and nouns frequently found in the
live tweets of each drama and used in the experiment. To
create the ground-truth data, subjects were asked to read the
tweets included in the target situation segment and give them
a score from 0 to 10 on how similar their contents were to the
keywords. The ground-truth data and the similarities derived
by each method were normalized so that the maximum value
was 1, and the error was calculated. The mean average error
(MAE) was used as the measure of error.

2) Results: As an example, the results of the experiment in
which the TFIDF method was used to calculate the similarity
for a TV drama are shown in Figure 6. In this figure, the
vertical axis represents the similarity and the horizontal axis
represents the elapsed time after the start of the drama. The
red line represents the calculated similarity, the green line
represents the ground truth, and the blue dashed line represents
the error.

The MAE values for each method are shown in Table I and
the distribution of MAE for each keyword is shown in Figure
7. These results reveal that the TFIDF method yields the lowest
MAE. We also analyzed whether there is a dominant difference
in the MAE of each method using t-test. As a result, there
was a significant difference between the W2VE and TFIDF
results and between the W2VS and TFIDF results, whereas
there was no significant difference between the W2VE and
W2VS results. This indicates that TFIDF obtained the best
performance.

C. Usability evaluation

1) Experimental method: To evaluate the effectiveness of
the proposed method, we asked 20 male and 20 female users
in their 20s to use the interface of the proposed method
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Figure 6. Example of timeline visualization.

Figure 7. MAEs for the three methods.

TABLE I
AVERAGE OF MAE.

W2VE W2VS TFIDF
0.293 0.287 0.229

(developed using the TFIDF method) and to answer a ques-
tionnaire. The subjects were asked to enter a number of
keywords for their favorite dramas, view live tweets, and
answer the questionnaire. Each subject responded to each
question on a five-point Likert scale from 1 to 5. 1 represents
strong disagreement, and 5 represents strong agreement. The

TABLE II
RESULTS OF THE USABILITY QUESTIONNAIRE FOR THE PROPOSED

INTERFACE.

Question Average Score
Q1 4.18
Q2 4.36
Q3 3.81
Q4 4.09
Q5 4.18
Q6 4.00

following are the questions in the questionnaire.

Q1: Were the graphs presented by the proposed interface
able to represent the characteristics of the TV drama
scenes?

Q2: Compared to browsing live tweets on a typical Twit-
ter search interface, did you find it easier to find live
tweets for scenes you were interested in using the
proposed interface?

Q3: Was the proposed interface easy to use?
Q4: Was the visual appearance of the proposed interface

good?
Q5: Is the proposed interface useful for looking back on

TV dramas?
Q6: Would you like to use the proposed interface in the

future?

2) Results: The results of the above questionnaire admin-
istered to the subjects are shown in Table II. This table shows
the averages of the users’ responses to each question.

For questions Q1, Q2, Q4, Q5, and Q6, the mean values
were 4 or higher, which indicates that the proposed interface is
an effective way to review TV dramas. The score for question
Q3 is 3.81, which indicates that usability needs to be improved
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in the future.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed an interface that allows users to
efficiently view live tweets for the desired scene in order to
review TV dramas. The interface divides the live tweets posted
during the broadcast of a TV drama into situation segments by
time interval and calculates the similarity between the tweets
and keywords in each segment to visualize the changes in
the excitement related to the keywords of the drama. In this
paper, we proposed the W2VE, W2VS, and TFIDF methods
to calculate the similarity between keywords and situation
segments for visualization.

From the results of evaluation experiments, we found that
TFIDF is the most suitable method for this task. In addition,
the results of a usability survey conducted by subjects using
the prototype system showed that the proposed interface was
able to capture the characteristics of TV drama scenes and was
an effective approach for looking back on TV dramas.

The following is a list of issues to be tackled in the future.
1) Sometimes, a time lag exists between when a user posts

a tweet and when it appears on the timeline. It will be
necessary to develop a function to compensate for the
user’s posting time.

2) Some live tweets may contain tweets that are not directly
related to the TV drama scene; we need to develop a
function to filter out tweets that are not related to the
TV drama content.

3) The proposed interface may be applicable to domains
other than TV drama reviews. We plan to extend the
interface so that it can be applied to other purposes,
such as viewing public opinion on the news.
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