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Abstract—Kubernetes has become a widespread orchestrator
for cloud workloads but with increasing demand for compute the
need arises to also access HPC environments that are operated
via batch schedulers such as Slurm. A number of solutions for
combining Slurm and Kubernetes are available, which can be
categorized further based on the interaction between Slurm and
Kubernetes that they provide. We consider the use case of utilizing
an existing Slurm cluster to run Kubernetes workloads. In a
previous publication we had introduced Kind Slurm Integration
(KSI) based on Kind and rootless Podman and compared its
performance, usability and maintainability to the existing solutions
Bridge Operator and High-Performance Kubernetes (HPK). We
found that Bridge Operator provides native performance as it
effectively submits Slurm jobs through a Kubernetes interface and
that HPK provides good performance by creating almost feature
complete Kubernetes clusters on top of Apptainer. KSI on the
other hand was able to provide fully functional Kubernetes clusters
inside Slurm jobs but lacked behind in network performance and
did not support multi-node clusters. In this work we present a
new version of KSI with improved network performance through
bypass4netns and support for multi-node clusters via Liqo. Overall,
we conclude that running Kubernetes workloads under Slurm is
possible with acceptable overhead in terms of performance and
without missing out on features.
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I. INTRODUCTION

This work discusses an extension of our previous publica-
tion [1], which had introduced the first version of KSI. We have
since then improved on it and addressed several shortcomings.
The motivation for the development of the first version and
the improved version of KSI are the same and are given in the
following.

Kubernetes has established itself as a widespread solution for
orchestration of cloud workloads [2][3] and is used for various
workloads including service computing, running large amounts
of micro services, as well as batch jobs, such as data analytics
or machine learning. However, batch jobs would fit better into
HPC environments where powerful high-performance compute
and networking resources are available. HPC workloads are
commonly scheduled using a batch scheduler such as Slurm [4]
but Kubernetes itself can also be used for scheduling HPC jobs
using a batch scheduler such as Volcano [5] and have already
been scaled to large clusters using appropriate workarounds [6].

Nevertheless, while Kubernetes brings a large array of features,
its virtualization layers incur a performance overhead compared
to the bare metal performance [7] that could be achieved with
Slurm.

Users might want to bring their Kubernetes workloads into
Slurm-based HPC environments to benefit from the reduced
overhead compared to a regular Kubernetes cluster or to
gain access to additional compute hardware, which could
also include specialized hardware only available in HPC
environments. However, rewriting Kubernetes workloads to
be executable in Slurm might require significant effort and
expertise with the scheduling systems. Nevertheless, various
approaches and implementations exist for combining Slurm
and Kubernetes enabling users to dynamically move workloads
between cloud and HPC environments.
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Figure 1. Overview of the four integration models based on the definition by
Wickberg [8]. In the Distant model, the arrows represent a possible system

for negotiating resources between Slurm and Kubernetes such that nodes
could be moved as needed. In the Adjacent model, the arrows represent

bridging tools that enable the execution of workloads under the other
scheduling system, respectively.

As there have been various efforts to combine Kubernetes and
Slurm, we consider the definition by Wickberg of Schedmd [8]
who defines four categories from the perspective of Slurm for
such approaches.

• Over: The entire Kubernetes environment exists within a
Slurm job and is therefore temporary as it is fully removed
once the job completes.
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• Distant: Compute nodes are part of either a Kubernetes or
a Slurm cluster and may be moved between the clusters.

• Adjacent: Slurm and Kubernetes utilize some form of
plugins or bridging tools to cooperate but can still be used
individually.

• Under: Kubernetes runs a Slurm cluster within its own
environment across one or more pods.

These four models are visualized in Figure 1.
Given the above use case of running Kubernetes jobs

in an existing Slurm environment, this fits the Over or
Adjacent model. We have investigated existing solutions
that implement either of these models and found various
approaches that provide the Adjacent model but no system
for having a Kubernetes cluster running within a Slurm job
as described in the Over model. Therefore, we present Kind
Slurm Integration (KSI) [9], an implementation of the Over
model based on Kubernetes in Docker (Kind) [10]. We have
systematically evaluated and compared KSI to existing solutions
including Bridge Operator by IBM [11], WLM-Operator by
Sylabs [12], kube-slurm by Kalen Peterson [13] and High-
Performance Kubernetes (HPK) [14].

Our evaluation consists of a review of the state of the
respective projects with regard to features and maintainability
as well as a performance analysis to determine the overhead
incurred by the respective approach. For this purpose, we
benchmarked the solutions based on workload startup time,
CPU compute performance, memory throughput, storage
throughput, network latency as well as network throughput,
and compared the results to bare metal. We found that not
all of the implementations listed above were able to pass a
minimal functionality test. For those that passed, no significant
differences in CPU compute performance, memory throughput
and storage throughput were found. However, our original
implementation of KSI, as presented in [1], was outperformed
in terms of startup time and network performance.

Furthermore, we had investigated whether a given approach
supports all Kubernetes features including controlling work-
loads through kubectl and providing Kubernetes network
abstractions such as services. We found that KSI provided the
most complete support for Kubernetes features compared to
the others. Bridge Operator, for instance, submits Slurm jobs
through Kubernetes such that workloads are executed as scripts
outside of Kubernetes. In the case of HPK, it treats Slurm
worker nodes as part of its Kubernetes cluster but does not
support kubectl exec and Kubernetes services.

In this paper we present an improved version of KSI with
two additions that enable it to overcome its most significant
shortcomings. To ensure it is clear what version of KSI we
are referring to, we will note the original version of KSI as
introduced in [1] as KSI 1 and the new version presented in
this work as KSI 2 for the rest of the paper. If we refer to
KSI without specifying which version, then a given statement
applies to both versions of KSI unless specified otherwise in
the direct context.

KSI 1 presented in [1] did not support multi-node clusters
and fell behind in network performance. KSI 2 utilizes by-

pass4netns [15][16] instead of slirp4netns for rootless container
networking, which significantly improves the network perfor-
mance. Moreover, we have also integrated Liqo [17] such that
KSI 2 can now be deployed across all nodes in a given Slurm
job and assemble itself into a single Kubernetes cluster. Both
versions of KSI implement the Over model of combining
Slurm and Kubernetes such that it can be executed in a Slurm
job without requiring an existing control plane.

Overall, this paper contributes a systematic evaluation of
existing approaches that implement the Adjacent or Over
model to combine Slurm and Kubernetes as well as the
design and implementation of KSI. We cover both the original
implementation in KSI 1 as given in [1] and the improvements
introduced in this work for KSI 2. Finally, we provide an
overview of the features and limitations of the evaluated
approaches. It should be noted that KSI 1 is based on the
master’s thesis of one of the authors [18].

The remainder of the paper is organized as follows: In
Section II, the various implementations for integrating Slurm
and Kubernetes are discussed. The methods for benchmarking
and comparing the solutions as well as the design of KSI are
presented in Section III. The results of the evaluation are given
in Section IV. Finally, Section V provides the conclusion and
outlook for future work.

II. RELATED WORK

To properly distinguish various approaches for combining
Slurm and Kubernetes, we discuss the four models along with
notable examples. We also cover related approaches that do
not use either Slurm or Kubernetes and then provide a more
in-depth look at the implementations, which we evaluated in
this paper.

A. Models for Integrating Slurm and Kubernetes

The four categories for combining Slurm and Kubernetes
defined by Wickberg of Schedmd [8] are Over, Distant,
Adjacent and Under as defined in Section I.

a) Distant model: Notable implementations include [19]
and [20], which both implement systems for dynamically
changing the partitioning of a node pool between a Kubernetes
and Slurm cluster.

b) Under model: Contributions have been made in
[21], [22] and [23], in which Slurm is being run as a set
of Kubernetes pods. A significant project in this category is
Slinky [24] by Schedmd who had created a Slurm Kubernetes
bridge implementation as a proof-of-concept before creating
Slinky. The proof-of-concept implementation followed the
Adjacent model, was not fully functional and has since then
been removed from public access.

c) Adjacent model: Approaches in this category are rela-
tively diverse in their methods including Bridge Operator [11],
WLM-Operator [12] and HPK [14]. Each of these approaches
is discussed in more detail in Subsection II-C.

d) Over model: There are no notable implementations
of this model except for KSI 1 [25] and KSI 2 [9], which are
presented in detail in Subsection III-B.
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B. Other Approaches for Integrating HPC and Cloud

While this work focuses on combining Slurm and Kubernetes,
it should be noted that there are alternative approaches to
running HPC workloads through a cloud interface. For example,
as mentioned in Section I, Volcano [5] is an extension for
the Kubernetes scheduler, which implements features such as
batch and gang scheduling. This enables the execution of batch
workloads through Kubernetes without Slurm as shown in
[26][27].

Another notable approach is hpc-connector [28] presented in
[20], which enables the submission of jobs through an arbitrary
cloud interface to be executed via Slurm. This approach can
be considered similar to Bridge Operator but is not bound to
Kubernetes but also lacks deeper integration with any specific
cloud platform to enable advanced features.

Finally, there is [29], which introduces an integration of
TORQUE [30], another HPC batch scheduler, with Kubernetes.
This enabled scheduling of HPC workloads through Kubernetes
to TORQUE similar to Bridge Operator, which would therefore
match the Adjacent model.

C. Implementations for Adjacent Slurm and Kubernetes

1) WLM-Operator: Sylabs Inc. had developed the WLM-
Operator [31] and Singularity-CRI [32] with Singularity-CRI
providing a Kubernetes-compatible implementation of the
Container Runtime Interface (CRI) for Singularity [12]. The
WLM-Operator implements a Kubernetes operator that is able
to interface with Slurm such that Slurm nodes become visible
in Kubernetes as virtual nodes.

Moreover, it provides a Custom Resource Definition (CRD)
in Kubernetes called SlurmJob, which enables the submission of
Slurm jobs through Kubernetes. When submitting a SlurmJob,
a dummy pod is created in Kubernetes and the actual job is
submitted to Slurm to be run in a Singularity container. The
results are then collected through another pod via a shared
storage before closing the dummy pod once the job completes.

However, on December 30th 2020, both WLM-Operator and
Singularity-CRI projects have been archived on Github with
no further development planned.

2) Bridge Operator: IBM had developed Bridge Opera-
tor [33] for a Kubernetes cluster to be able to access exter-
nal compute resources including Slurm clusters [11]. Bridge
Operator implements a Kubernetes operator and provides the
BridgeJob CRD, which accepts all the details required to launch
a Slurm job including the remote URL of a Slurm cluster, what
resources to request and a remote storage configuration.

For each BridgeJob, the Bridge Operator starts a monitoring
pod and submits the job to Slurm. The monitoring pod regularly
updates a Kubernetes ConfigMap with the current status and
fetches the job output. The creators of Bridge Operator have
also demonstrated how to run Kubeflow workloads through
BridgeJobs [34], however, as these jobs are converted to Slurm
jobs, no Kubernetes pods are directly being run in Slurm.

3) HPK: HPK [35] is presented in [14] and [36] as a way
to run Kubernetes workloads on Slurm through Apptainer [37].
It is deployed as a single Apptainer container that runs the

Kubernetes control plane and a custom implementation of
virtual Kubelet [38], which presents an entire Slurm cluster as
a single node in the cluster. Every time a new pod is to be
scheduled, it submits a job through Slurm for the pod to be
started as a container using Apptainer.

For the container networking to function, it relies on Flanneld
service [39] to be installed on the nodes and the Flannel-
CNI plugin [40] to be installed for Apptainer. However, only
headless services without cluster IPs are supported as the
additional layer of load balancing is not possible with the
employed networking stack. Moreover, the command kubectl
exec, which serves to execute commands inside Kubernetes
pods, is not supported.

4) Kube-Slurm: The kube-slurm project [13] provides a tool
for controlling Kubernetes resources using Slurm jobs. When
deploying, Slurm and Kubernetes must both be installed on the
same set of nodes with kubectl available on all nodes. Once
deployed, users can submit Slurm jobs, which get scheduled
by the tool as Kubernetes pods onto the nodes selected by the
Slurm scheduler.

The deployment can also be completed with the Under
model by having Slurm run within Kubernetes but still using
Slurm to schedule the pods. Nevertheless, due to the way the
access is provided to the Slurm scheduler, all users receive the
same access to the Kubernetes cluster making this approach
unfit for multi-user setups with potentially malicious users.

III. METHODOLOGY

This work focuses on approaches for combining Kubernetes
and Slurm that allow for running workloads on an existing
Slurm cluster following the Over or Adjacent model and
investigates the suitability of the existing solutions. For that
purpose we define the following research questions:

RQ1 Can workloads be submitted using Kubernetes tooling,
e.g., kubectl?

RQ2 Can workloads be scheduled and executed on machines
managed by an existing Slurm cluster without root access?

RQ3 Can workloads be executed across multiple machines in
parallel?

RQ4 What is the performance overhead imposed by the tool?
RQ5 Is the tool easy to operate for the end user?
RQ6 Is the tool well maintained?
RQ1, RQ2 and RQ3 define the functional requirements. For
a solution to be a valid approach for utilizing a Slurm cluster
through Kubernetes, it should answer yes to at least RQ1
and RQ2 with a yes to RQ3 being desirable but not strictly
required. Notably, these requirements do not include whether
a solution must be able to run Kubernetes workloads or if
it may run Slurm workloads through a Kubernetes interface.
For example, Bridge Operator accepts Slurm workloads sub-
mitted through Kubernetes while HPK processes Kubernetes
workloads submitted through a Kubernetes interface. Still, both
solutions execute the workloads on a Slurm cluster.

Moreover, the distinction between the Over and Adjacent
model breaks down to whether the deployment requires an
existing component, such as a Kubernetes control plane. For
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example, Bridge Operator and HPK, which both follow the
Adjacent model, require a running Kubernetes control plane,
to which a user submits their workloads. The respective tool
then submits the workload to Slurm. KSI, on the other hand,
implements the Over model such that a user would instead
submit their workload by calling Slurm.

RQ4 is concerned with the performance cost of a given
solution. Depending on the architecture and optimization of a
given implementation, it may cost additional compute power
or delay the start of workloads, which should be minimal for
an application to fully harvest the power of HPC machines.

RQ5 and RQ6 cover the usability and maintainability of
a given software providing an indication for the viability in
productive use.

While RQ1, RQ2 and RQ3 can be answered as yes or
no questions, RQ4, RQ5 and RQ6 require a graded answer.
We use a three point scoring from + (good) over o (fair) to
- (bad) to be able to quickly compare the results for multiple
implementations. + is the best score, which is given if the
implementation fulfills the requirements without any significant
drawbacks. o is the middle score, which indicates that some
limitations apply and - is the lowest score, which applies if
significant shortcomings exist.

A. Selection of Implementations to Evaluate

In Section II-C, we had introduced the WLM-Operator,
Bridge Operator, HPK and Kube-Slurm. Before starting our
evaluation we performed a minimal functionality test and
found that the latest version of WLM-Operator is no longer
functional on recent operating systems. Despite our best efforts
and reaching out to Sylabs, we were unable to reproduce the
minimal examples in the repository. Therefore, WLM-Operator
can be considered retired and we will not further consider it.

Kube-Slurm requires the installation of a Kubernetes cluster
on all nodes as part of its deployment, which violates RQ2
that it must be able to operate without root access. Therefore,
we will not further consider Kube-Slurm.

This only leaves HPK and Bridge Operator as viable targets
for further evaluation along with KSI, which is introduced in
the next section. However, when testing Bridge Operator we
ran into a number of issues, which we reported on Github and
created a pull request [41] with our code adjustments.

B. Kind Slurm Integration (KSI) Design

Our main objectives of designing another approach for
combining Slurm and Kubernetes were that it should follow
the Over model and support all Kubernetes features. Following
the Over model, KSI can be run strictly inside Slurm jobs
without relying on external components. This was important to
us, as our use case involved a multi-user HPC system in which
the users of KSI would not be able to deploy a control plane
outside of their Slurm jobs as it is required by Bridge Operator
or HPK. Moreover, as we could not find any existing projects
employing the Over model, we consider this a research gap.

We utilized rootless Kind [10] to create a script that receives
a Kubernetes workload, initializes a cluster inside a Slurm job,

executes the workload and then closes the cluster as the Slurm
job ends. Before settling on rootless Kind, we also considered
Minikube [42], K3D [43] and Usernetes [44] but found rootless
Kind to be the most suitable.

Kind [45] was developed with local development and au-
tomatic testing of Kubernetes in mind. It can deploy a fully
functional Kubernetes cluster on a single node by deploying a
"node" image, which internally runs all containers belonging
to the cluster as nested containers. From the perspective of
the host system, only a single container is running for the
control plane node of the cluster. Moreover, by deploying
multiple "node" images on the same host, Kind can simulate a
multi-node cluster.

For operating KSI inside of Slurm jobs without access to root
permissions, which are required for regular container operation,
we employ rootless Kind [10]. Rootless Kind relies on a
container runtime that supports rootless container deployment,
which typically relies on Cgroups v2 features in the Linux
kernel. In KSI 1 [1] we relied on rootless Podman, which in
turn relies on the shadow-utils package to provide subuids and
subgids for user namespaces. Since then we have switched to
rootless Containerd for KSI 2 as it has better support for rootless
container networking. Nevertheless, the dependencies employed
by Podman and Containerd to enable rootless mode, are similar
if not identical. For example, a central component for both
versions of KSI is RootlessKit [46], a fakeroot implementation
specifically for rootless containers.

In order to deploy KSI, the nodes must provide a recent Linux
operating system with support for Cgroups v2. Rootless Podman
or rootless Containerd must be set up as well as slirp4netns [47],
to provide networking for rootless containers. Slirp4netns is
the default network driver for rootless Containerd and used to
be the default for rootless Podman until Podman 5.0 [48] was
released, which uses pasta [49].

However, the Podman documentation [50] states that employ-
ing slirp4netns can lead to degraded network performance. We
confirmed this in our publication [1] and noted it as a significant
shortcoming of KSI 1. In order to overcome this shortcoming
we replaced slirp4netns with bypass4netns [15][16] for KSI 2.

Bypass4netns is an experimental project that employs
SECCOMP_IOCTL_NOTIF_ADDFD, a Seccomp filter intro-
duced into the Linux kernel with version 5.9. It builds on top of
slirp4netns by capturing socket syscalls made by slirp4netns and
executing them in the host network namespace. By doing so, the
authors of bypass4netns effectively achieved the same network
throughput for rootless containers as for rootful containers
that set the --net=host flag. This enables the deployment
of rootless containers with the same network performance
as rootful containers without compromising on security by
exposing the host network.

Bypass4netns can be used with rootless Docker, Podman and
Nerdctl, which is the Containerd CLI. It has been integrated
with rootless Containerd and Nerdctl such that it can be utilized
together more easily compared to Podman and Docker. Due
to this integration we have switched from rootless Podman
to rootless Containerd as noted previously. It should also be
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noted that Usernetes [44] also added support for bypass4netns.
When employing bypass4netns via Nerdctl, bypass4netns

expects an annotation to be set via Nerdctl, which is checked
by the bypass4netns daemon. When the daemon finds that
annotation on a container, it enables accelerated networking
via bypass4netns. In KSI 2, Kind is responsible for calling
Nerdctl to deploy containers, however, Kind does not support
passing through annotations. We therefore had to employ a
workaround by wrapping the Nerdctl binary on the nodes with
a script that injects the annotations.

Kind

Slurm

(Rootless)
Kubernetes

Slirp4netnsBypass4netns
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Figure 2. Overview of software options for setting up rootless Kubernetes on
Slurm. From each row one option has to be used to assemble a viable

software stack.

Figure 2 provides an overview of the components and
alternatives in the software stack that can be employed for
running rootless Kubernetes in Slurm jobs. Slurm is shown
at the top as for the Over model the entire deployment is
encapsulated in Slurm jobs. To deploy rootless Kubernetes,
KSI employs Kind but we mentioned alternatives that also
support rootless Kubernetes such as Usernetes, as shown in
the figure, as well as K3D. In both cases, the goal of the tool
is to deploy a rootless Kubernetes cluster.

The next layer in Figure 2 is the container runtime where
the options are Containerd, Podman and Docker as each of
them supports rootless containers. For Podman and Docker
both the container runtime as well as the CLI tool share the
same name, for Containerd, the associated CLI tool is called
Nerdctl. KSI 1 utilized Podman but as discussed above, we
switched to Containerd and Nerdctl for KSI 2. To complete the
software stack a rootless container network driver is required,
here the default in many cases is slirp4netns with bypass4netns
being an experimental alternative.

Kind itself is not designed for multi-node clusters across
multiple physical machines or VMs. Therefore, KSI 1 [1] was
not able to achieve RQ3. However, in [1] we noted that a
tool such as Kilo [51] or Liqo [17] could be used to enable
mutli-node support. We have since then added Liqo to KSI 2
and enabled multi-node clusters such that RQ3 can be satisfied.

Liqo operates by aggregating multiple Kubernetes clusters
into a single cluster by representing each cluster as a virtual
Kubelet in the main cluster. With this KSI 2 can be deployed
across a number of nodes in a multi-node Slurm job and all
the worker nodes each deploy a single node cluster. Then Liqo
is installed and configured such that all single node clusters
register themselves as virtual Kubelets on the main node. Liqo
deploys a gateway pod in each cluster, which in our case means
on each node that enables the clusters to automatically peer
between each other. This allows for pod-to-pod communication
between any of the nodes. Once the deployment and registration
of all nodes through the main node has been completed, the
main node is also no longer a single-point-of-failure for the
cluster.

However, it should be noted that with this setup, every worker
node runs a Kubernetes control plane instead of only Kubelet,
as would be the case in a regular Kubernetes cluster. This adds
overhead in terms of CPU and memory consumption on every
node for running the Kubernetes control plane components.

The interface to run a Kubernetes workload via KSI is to
submit it via Slurm, for example via srun in the following
form:
srun -NX /bin/bash run-workload.sh
example-workload.sh /path/to/shared/folder
X in -NX specifies the number of nodes that should be requested
from Slurm and used by the cluster. run-workload.sh
is the main KSI script, which handles the provisioning of
the rootless Kubernetes clusters via Kind and connecting
them via Liqo. In order for Liqo to set up the multi-node
cluster, it requires a shared folder across all nodes, for
example an NFS share, which should be specified in place of
/path/to/shared/folder. Finally, the actual workload
should be specified in place of example-workload.sh.
The workload script should use kubectl to create all
components in Kubernetes that are needed and then wait
for the workload to finish. Once the workload script returns,
run-workload.sh will close the Kubernetes cluster and
perform cleanup before stopping, which also ends the Slurm
job.

The code for the KSI 1 implementation along with its
documentation was released under the GPL-3.0 license on
Github [25]. The code for KSI 2 with Liqo and bypass4netns
integration was released under the same license on Github [9].

C. Performance Evaluation

To assess the performance overhead to answer RQ4 we have
broken down our benchmarking into the following factors:

• Startup time: Measured with a dummy workload
• CPU compute performance: Measured with Sysbench [52]
• Memory throughput: Measured with Stream [53]
• Storage throughput: Measured with Fio [54]
• Network latency: Measured with Netperf [55]
• Network bandwidth: Measured with iPerf3 [56]

We consider these as representative factors for user workloads
that might be run through any of the tools under study.
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We performed two rounds of benchmarks. First, the compar-
ative study of the combinations of Kubernetes and Slurm fol-
lowing the Adjacent model against our KSI 1 implementation.
Second, the comparison of network drivers for the improved
implementation of KSI 2. In both cases we measured bare metal
baselines by running the benchmarks without Kubernetes.

The first set of benchmarks were run on two machines with
hardware specifications as shown in Table I.

TABLE I. HARDWARE SPECIFICATIONS OF THE MACHINES IN THE FIRST
SET OF BENCHMARKS.

CPU Intel(R) Xeon(R) CPU E5-2695 v3
CPU Sockets 2
Cores per socket 14
Threads per core 2
Total threads 56
RAM 24 DIMMs DDR4 16 GB 1866 MHz
Total RAM 384.00 GB
Storage 1 Verbatim Vi550 S3 SATA Revision 3.2 SSD
Total storage 128.00 GB
Network interface QLogic BRCM 10G/GbE 2+2P 57800-t rNDC

On these nodes we used software versions as shown in Table II.
The Kubernetes version v1.27.3 was the most recent version
at the time of the experiments and was used for the external
cluster for the Bridge Operator as well as by KSI 1. HPK,
however, is pinned to v1.25.0 in its code base. Furthermore,
we disabled SELinux, swap and write caching to measure the
respective factors more clearly.

TABLE II. SOFTWARE VERSIONS OF THE MACHINES IN THE FIRST SET OF
BENCHMARKS.

Linux OS CentOS Stream 9
Slurm 23.02.5
Podman 4.6.1
slirp4netns 1.2.2-1
Kind 0.20.0
Kubectl v1.28.2
Kubernetes v1.27.3
HPK Kubernetes v1.25.0
shadow-utils 2:4.9-8

For the second benchmark to validate the improved net-
work performance of bypass4netns for KSI 2 compared to
other network drivers, we used two machines with hardware
specifications as shown in Table III.

TABLE III. HARDWARE SPECIFICATIONS OF THE MACHINES IN THE
SECOND SET OF BENCHMARKS.

CPU Intel(R) Xeon(R) Gold 6148 CPU @ 2.40GHz
CPU Sockets 2
Cores per socket 20
Threads per core 2
Total threads 80
RAM DIMM DDR4 Synchronous 2666 MHz
Total RAM 192 GB
Storage Served from RAM due to Warewulf
Total storage 94 GB
Network interface Intel 82599ES 10-Gigabit SFI/SFP+

On these we used software versions as listed in Table IV.
Most significantly we switched to Rocky Linux from CentOS,
replaced Podman with Nerdctl and Containerd and added

bypass4netns. Also we used newer versions of Kind and
Kubernetes.

TABLE IV. SOFTWARE VERSIONS OF THE MACHINES IN THE SECOND SET
OF BENCHMARKS.

Linux OS Rocky Linux 9 (Kernel 5.14)
Slurm 23.02.5
Nerdctl v2.1.3
Containerd v1.7.27
RootlessKit v2.3.5
slirp4netns v1.3.2
bypass4netns v0.4.2
Kind 0.29.0
Kubectl Client Version: v1.33.2
Kubernetes Server Version: v1.33.2
Libseccomp 2.5.2
Liqoctl v1.0.1

D. Project State Evaluation

Evaluating the maintainability and usability of software has
been studied extensively [57][58] with many tools and methods
having been proposed. For this work, in order to answer RQ5
and RQ6, we have to consider what methods to employ.

In order to grade usability we consider the state of the
available documentation as well as the difficulty of setting up
and operating the respective tools for an assumed non-expert
user based on our own experience of working with the tools
during this study. For grading maintainability we reviewed
the state of the code repositories based on their complexity,
whether they have been kept up-to-date and how well issues
had been addressed. Moreover, we consider that a code base
that does a comparatively simple job while relying on more
well maintained dependencies is itself more maintainable than
a larger code that has more moving parts that may require
maintenance.

We acknowledge that more sophisticated methods are avail-
able but consider our approach sufficient to compare the three
projects under study on a three point grading schema.

IV. RESULTS

The commit hashes of the implementation versions used in
our tests are as follows:

• Bridge Operator: 56334fa57caf2de28df6ff76df8a6e6232021421
• HPK: a902acbf2436e8a85a4620fddfa5745523f443d4

• KSI 1: 780ef3a0562ad4bb12611f9ef43fa743fe0277d0 [25]
• KSI 2: ea0457a97d056d32947d6e99538aac6e174e9213 [9]

A. Functional Requirements

For Bridge Operator and HPK the answer to RQ1, RQ2
and RQ3 is yes. For KSI 1 as well except for RQ3. This is
solved in KSI 2 via the integration with Liqo.

B. Project State

a) Bridge Operator: When submitting a workload through
Bridge Operator, it requires the user to create an instance of
the CRD BridgeJob. With that no understanding of Slurm by
the user is required. However, the available documentation for
Bridge Operator is limited with some examples not working
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such that a patch was required to make it work [41]. While the
project depends only on the Slurm REST API, giving it a stable
foundation, the project itself seems abandoned with no activity
after late 2022. Due to this, we rate it o in both usability and
maintainability. We would have rated + for usability if the
examples were all functional and for maintainability if the
project was actively being maintained.

b) HPK: Similar to Bridge Operator, HPK can be
controlled directly through kubectl without additional un-
derstanding of Slurm by the user. Nevertheless, while its
documentation is also limited, after we had completed our
experiments [35] was released along with v0.1.2 of HPK
containing a number of bug fixes. This shows that the project
is being actively developed, moreover, when we ran into issues,
we quickly received community support from the maintainers.
With this we rate the maintainability as + and the usability
as o because in addition to the points mentioned above, HPK
does not support certain Kubernetes features, most notably
kubectl exec and services, such that users need to work
around these limitations.

c) KSI: Unlike the other two tools, KSI is started via
Slurm as it has no active component outside of the Slurm job.
Its usage is documented with several examples and it depends
on Kind and either Podman for the original implementation
and Containerd and Nerdctl for the improved version. Kind,
Podman, Containerd and Nerdctl are well maintained projects.
However, KSI 2 also depends on experimental features of
Nerdctl as well as bypass4netns, which is also not in a
stable state yet. Nevertheless, KSI delivers a feature complete
Kubernetes cluster via a set of scripts making it both usable
and maintainable so we rate KSI + for both factors. However,
as KSI is our own creation, we cannot claim that this evaluation
is unbiased and should be regarded as such.

C. Performance

The benchmarking scripts, as well as the raw test data, are
available on Github [59]. Each benchmark was repeated 10
times to minimize random error with the standard deviation
shown in the graphs. All benchmarks, except for those covered
in Section IV-C6, were done as part of the first set of
benchmarks with the implementation of KSI 1. Section IV-C6
covers the investigation of the network performance of KSI 2
with bypass4netns compared to slirp4netns, which KSI 1 used,
and forms the second set of benchmarks.

TABLE V. WORKLOAD STARTUP TIME, LOWER IS BETTER.

Integration Approach Startup Time in s
Bare Metal 0.141
Bridge Operator 2.725
HPK 2.497
KSI 1 53.921

1) Startup Time: The startup delays given in Table V have
negligible standard deviation and show that Bridge Operator
and HPK start a workload in 2 to 3 seconds while KSI 1 requires
almost one minute. This result is as expected since Bridge
Operator and HPK already have an active Kubernetes cluster

running before they submit their Slurm job while KSI has to
set up a Kubernetes cluster from scratch. Considering that HPC
workloads often run for multiple hours, one minute extra start
up time is not great but acceptable. Due to this we rate Bridge
Operator and HPK with + and KSI with o.

Figure 3. CPU compute perfor-
mance results using Sysbench.
Data was collected with KSI 1.

Figure 4. Memory throughput results
using Stream. Data was collected with

KSI 1.

2) Compute Performance: Figure 3 shows that Bridge Op-
erator and bare metal are effectively on the same performance
level while HPK and KSI 1 are slightly lower than bare metal
(2.7% and 3.4%, respectively). The difference arises due to
the virtualization overhead and additional active components
running for HPK and KSI but is overall negligible so we rate
all approaches with +.

3) Memory Performance: Figure 4 shows similar to Figure 3
only minor differences for HPK and KSI 1 due to the additional
active components and virtualization such that we also rate all
with + here.

Figure 5. Storage throughput results using Fio and sequential operations. Data
was collected with KSI 1.

4) Storage Performance: The sequential read and write
shown in Figure 5 shows a similar pattern as the random read
and write shown in Figure 6 with Bridge Operator being on the
same level as bare metal and HPK and KSI 1 lacking behind.
More specifically HPK is about 11% slower in sequential and
5% slower in random reading and KSI 1 is overall 17% slower
in reading and 13% slower in writing than bare metal. These
differences can also be attributed to the additional virtualization
and overall resource consumption. While 17% slower reading
is not good we rate it still as acceptable so HPK and KSI are
rated as o and Bridge Operator as +.

5) Network Performance: For these benchmarks, the re-
spective tool executed a workload containing a test client that
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Figure 6. Storage throughput results using Fio and randomized operations.
Data was collected with KSI 1.

Figure 7. Network latency results using Netperf for the Kubernetes-Slurm
integration solutions under study. Data was collected with KSI 1, which used

slirp4netns.

Figure 8. Network bandwidth results using iPerf3 for the Kubernetes-Slurm
integration solutions under study. Data was collected with KSI 1, which used

slirp4netns.

executed the network benchmark against a server running on
the other of the two nodes in our test setup. What is shown as
the bare metal latency and throughput are therefore the latency
and peak throughput between the two nodes. Figure 7 shows
network latency with all solutions on the same level except for

KSI 1, which is 42% slower than bare metal. In Figure 8 the
network throughput is even worse for KSI 1 with HPK already
being 21% slower than bare metal, KSI 1 is 93.5% slower. As
KSI 1 operates via rootlesss Podman, it uses slirp4netns as
its driver, which according to the Podman documentation [50]
results in degraded performance compared to rootful Podman
networking.

Since our experiments concluded, pasta had replaced
slirp4netns as the default network driver for rootless Podman,
which promises better performance but initial tests could not
show a significant overall improvement [60]. Our ratings are +
for Bridge Operator, o for HPK and - for KSI 1.

Figure 9. Network latency results using Netperf for KSI 2 using various
rootless container network drivers. All variants were tested with Nerdctl

except for pasta, which was tested with Podman 5.x.

Figure 10. Network bandwidth results using iPerf3 for KSI 2 using various
rootless container network drivers. All variants were tested with Nerdctl

except for Pasta, which was tested with Podman 5.x.

6) Network Performance with Bypass4netns: In order to
evaluate whether adding bypass4netns to KSI 2 improved
the network performance, we compared its performance to
slirp4netns and no containerization as a baseline. For all of
these we used Nerdctl with rootless Containerd. Moreover, we
also investigated pasta with Podman as pasta had replaced
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slirp4netns in Podman 5.0 in order to improve network
performance of rootless containers. These measurements were
conducted in the second set of benchmarks utilizing the
hardware and software as listed in Tables III and IV.

The network latency shown in Figure 9 closely mirrors the
results from the first round of benchmarks in Figure 7. Most
notably, bypass4netns achieves effectively identical latency to
the baseline. Pasta on the other hand shows slight improvements
over slirp4netns but does not provide a silver bullet solution.

For network throughput Figure 10 also closely mirrors
Figure 8 from the first round of benchmarks. Bypass4netns
has also in this area caught up to the baseline, which shows
that by employing bypass4netns, the network limitations of the
KSI 1 implementation can be overcome.

However, as the hardware used in our experiments was
limited to 10 Gbps, it is possible that bypass4netns would not
be able to keep up with the baseline on more powerful network
hardware. Nevertheless, based on the benchmarks done by the
authors of bypass4netns [16], we can estimate that bypass4netns
will be close to the baseline within a few percentage points
even when using more powerful hardware. Our rating for the
network performance of KSI 2 is +.

D. Evaluation

TABLE VI. PROJECT ASSESSMENT REGARDING QUALITY REQUIREMENTS.
KSI 1 REPRESENTS THE ORIGINAL KSI IMPLEMENTATION AND KSI 2 THE

IMPROVED KSI IMPLEMENTATION WITH LIQO AND BYPASS4NETNS. *
SELF-EVALUATION OF KSI IS NOT UNBIASED.

Project RQ4 RQ4 RQ4 RQ4 RQ5 RQ6
Startup Comp. Storage Net. Usab. Maintainab.

B-O + + + + o o
HPK + + o o o +
KSI 1 o + o - +∗ +∗

KSI 2 o + o + +∗ +∗

Table VI summarizes the ratings we have assigned through-
out this section with Startup, Compute, Storage and Network
performance all aiming at RQ4 and Usability and Maintain-
ability aiming at RQ5 and RQ6, respectively.

Bridge Operator has shown performance close or identical
to bare metal, which is as expected since it effectively submits
a Slurm job through Kubernetes and does not start additional
software in that Slurm job. This brings some limitations as
it is not actually running a given workload using Kubernetes.
Nevertheless, it has presented itself as a valid approach for
extending a Kubernetes cluster via access to a Slurm cluster.

HPK provides a good middle ground for running Kubernetes
jobs on Slurm with some performance deficiencies compared
to bare metal. If WLM-Operator would be functional, we
would have probably seen similar performance to HPK as
WLM-Operator is based on Singularity and HPK is based on
Apptainer and both projects still share the majority of their
implementation. While HPK does not support all Kubernetes
features, e.g., services and kubectl exec are not supported,
it provides a solid choice for natively running Kubernetes
workloads through Slurm.

KSI is functionally the most complete Kubernetes environ-
ment within a Slurm job and requires no external parts to be
started and kept running outside of it. For the implementation
of KSI 1 this comes with performance costs, as KSI 1 shows the
weakest performance in all benchmarks, especially in startup
time and networking. The slow startup time is understandable
as KSI 1 has to bootstrap the Kubernetes control plane and
cannot rely on an existing Kubernetes cluster. For network
performance, KSI 1 relies on slirp4netns, which is known for
causing performance degradation [50].

The KSI 2 implementation utilizes bypass4netns, which
overcame the limited network performance of the original
implementation. This puts the KSI 2 implementation on the
same level as Bridge Operator as both were effectively on the
same level as the baseline or bare metal measurements.

Nevertheless, in order for our KSI 2 implementation to
achieve these performance levels, bypass4netns must be set
up on each node. Bypass4netns requires access to features
only available on Linux kernel version 5.9 and newer, which
might not be available in all HPC environments. For instance,
only RHEL-like 9 and newer operating systems, such as
Rocky Linux 9, include a recent enough kernel version for
bypass4netns. Moreover, security consideration as mentioned
by the authors of bypass4netns [16] apply.

All the projects suffer from being either only proof-of-
concept implementations, not being maintained or not being
properly documented such that none of them provide a
production ready solution for running Kubernetes inside of
Slurm jobs.

V. CONCLUSION AND FUTURE WORK

In this paper, we analyzed the state of solutions for
combining Slurm and Kubernetes with the goal to enable
dynamic computation between either environment. We focused
on a subset of the available solutions to support our use case
of running Kubernetes workloads on an existing Slurm cluster.

For this purpose, we improved upon our own solution KSI 1,
which was originally based on Kind and rootless Podman and
was able to deploy a fully functional Kubernetes cluster inside
a Slurm job. We improved KSI 1 by switching from rootless
Podman to rootless Nerdctl and employing bypass4netns for
container networking instead of Podman’s default network
driver slirp4netns. Moreover, we added Liqo to enable multi-
node clusters for KSI 2.

From the available solutions we took a closer look at Bridge
Operator, HPK and our own solution, KSI, and found that they
fulfill our functional requirements, except for KSI 1, for which
multi-node support had not been implemented yet. KSI 2, our
improved implementation, supports multi-node clusters. We
further evaluated the performance of each solution and reviewed
the state of their respective implementations.

We found that Bridge Operator delivers effectively bare
metal performance equal to directly running a job through
Slurm as this is effectively what Bridge Operator does. HPK
established itself as a middle ground solution, providing an
almost fully functional Kubernetes cluster inside a Slurm job
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with minor performance overhead. Our solution, KSI 1, showed
slightly higher overhead compared to HPK and significantly
less network throughput in its original implementation. Via the
improvements presented in this work, we were able to achieve
the same level of network performance as Bridge Operator.
KSI 2 provides the most feature complete Kubernetes clusters
compared to the other solutions. However, to achieve its fast
network throughput it relies on recent Linux kernel features
that might not be available in every HPC center. Moreover,
it requires carefully preparing the system environments on
every node that should run KSI 2 by setting up the respective
software stack.

We conclude that by overcoming the two significant short-
comings of KSI 1, it is now able to deliver both feature complete
Kubernetes environments as well as excellent performance. The
next steps for KSI 2 include improving its overall usability and
stability as well as comparing it to other solutions such as
Usernetes.
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