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Abstract—The entry into force of the European Union (EU)
Data Act 2024 creates new opportunities for the European data
market, but also new challenges. One such challenge is the par-
allel application of the EU General Data Protection Regulation
(GDPR). It is therefore necessary to analyse these two regulations
and their consequences for the stakeholders in the Smart Home
sector. To this end, we have researched the Smart Home sector
and its stakeholders and identified potential conflicts between
the EU Data Act and the EU GDPR. One such conflict arises in
the management of personal data from multi-user environments.
In the Smart Home in particular, several users share different
devices, such as smart TVs and thus generate mixed data sets
that are not compliant with the regulation. If a member of the
user community wishes to transfer their data to a third party
in accordance with their rights guaranteed by the EU Data Act,
the third party must be able to ensure that the transferred data
is not also the personal data of another user. We supplement
our regulatory and technical analysis with a case study of the
Bosch Smart Home Controller, which demonstrates practical
approaches and unresolved issues in managing personal and
non-personal data, enforcing GDPR provisions, and realizing the
potential of the Data Act in actual home automation deployments.

Keywords-EU data act; gdpr; contradiction; smart home.

I. INTRODUCTION

This extended paper builds on our earlier study of the conse-
quences of the EU Data Act and GDPR for the modern smart
home data economy, originally presented at IARIA ICDS
2025 [1]. This version supplements the regulatory analysis
with a focused case study examining real-world data security
and privacy practices implemented in a modern Smart Home
Controller API.

Increasing digitalisation and the steady expansion of data-
based business models have placed the so-called data economy
at the heart of economic and technological developments.
Data is regarded as the new oil of the 21st century [2]
and is essential for value creation in areas such as machine
learning, whose economic potential through generative models
has recently been estimated at several trillion dollars [3, p.
3]. This makes the regulation and utilisation of data a key
challenge for modern economies.

The Smart Home plays a central role in this data economy,
as connected devices generate a wide range of data that can
benefit both users through better services and manufacturers
through commercial exploitation [4]. Currently, however, Eu-
ropean consumers often do not have access to their data, which

hampers innovation and competition [5]. The European Union
(EU) Data Act aims to redress this imbalance by granting
users extensive rights to their data, including real-time access
to device-generated data [6, Art. 3]. In addition to the General
Data Protection Regulation (GDPR), which already provides
for the right to data portability [7, Art. 12 para. 3], the Data Act
aims to promote competition and interoperability, for example
through cloud switching and access to manufacturer data for
repair services [6, Recital 78]. At the same time, however,
there is a tension between the two regulations. While the Data
Act also requires the transfer of mixed data sets, the GDPR
prioritises the protection of personal data and prescribes strict
sanctions for violations [6, Art. 1 para. 5]. This leads to legal
uncertainties, particularly in the Smart Home, where mixed
data sets are often created. With the EU Data Act becoming
applicable law in September 2025, this issue is becoming
increasingly relevant and requires technical solutions to take
into account both regulatory requirements and the technical
innovation potential.

The urgency of this study arises from that recent entry into
force of the EU Data Act, which significantly reshapes the
regulatory landscape for data access and sharing in Europe.
Particularly in Smart Homes, where multiple users often inter-
act with interconnected devices and generate mixed datasets,
the practical application of the Data Act introduces tensions.
This study examines these tensions, focusing on the legal
and technical challenges of managing personal data in multi-
user environments and ensuring regulatory compliance. The
specific designs and implementations of the technical and legal
solutions to these challenges are beyond the scope of this
study.

A recent U.S. decision in the antitrust case against Google
further highlights a principle that closely resonates with the
EU Data Act: access to data is essential for fair competition.
By obliging Google to share parts of its search data with com-
petitors, the court recognized that control over large datasets
can entrench market dominance and stifle innovation [8]. The
EU Data Act builds on the same insight, seeking to open up
data flows in sectors such as the Smart Home by ensuring that
users can access and share the information generated by their
devices. Both measures rest on the idea that unlocking data for
wider use creates opportunities for new entrants and service
providers, thereby fostering more dynamic and competitive
digital markets. This frames the facilitation of fair access to
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data as a global and international issue.
After this introduction, the key stakeholders and challenges

in the Smart Home sector are discussed in Section II, fo-
cusing on their interests and the inherent problems in this
environment. Also in Section II, the concept of the Smart
Home is defined, and the roles of relevant stakeholders are
explored. Section III then examines the challenges posed by
the data economy in Smart Homes, particularly data protection
issues and power asymmetries between consumers and service
providers. In Section IV, the EU Data Act and the GDPR are
analyzed, providing an overview of both regulations, highlight-
ing potential conflicts, and assessing their implications for the
Smart Home sector. Section V discusses enforcement trends
of the GDPR and their broader implications for compliance,
while Section VI presents a case study of Bosch’s Smart Home
Controller as a practical example of regulatory challenges in
implementation. Finally, the paper concludes with a summary
of findings and directions for future work in Section VII.

II. STAKEHOLDERS AND PROBLEMS IN THE SMART HOME

The Smart Home sector is a central component of the
modern data economy, in which consumers, device manufac-
turers and service providers operate in a complex network
of economic and regulatory relationships. In order to better
understand the opportunities and risks of this sector, a com-
prehensive analysis of the players involved and their interests
is required. Therefore, the basic concepts and functioning of
the Smart Home, as well as the roles of the relevant players are
first examined and the potentials and risks arising from the use
of the data generated in the Smart Home are analysed. The
central challenges of the data economy in the Smart Home
context are then analysed, with a focus on data protection
problems, economic effects and power imbalances between
users and providers.

A. Smart Home - Definition and concept

The Smart Home is based on the technologies of Embedded
Systems and the Internet of Things (IoT). Embedded Systems
are specialised, integrated computer systems designed to auto-
mate and simplify the functionalities of the host device [9, ch.
1]. Networking via technologies such as IEEE 802.11, usually
referred to as WLAN, or Bluetooth creates the IoT, which
enables communication between devices and their real-time
interaction [10].

In the Smart Home, this IoT architecture is used to network
household appliances and automate everyday processes [11].
The aim is to increase comfort, safety and efficiency, for
example through smart thermostats that optimise energy con-
sumption based on the habits of the residents [12][13].

An overview of the terms Embedded Systems, Internet of
Things and Smart Home is summarised in Table I.

The networking of Smart Home devices opens up numerous
opportunities to make everyday life easier and to organise
processes more efficiently by networking various household
appliances. For example, the data collected can be used to
increase comfort and energy efficiency in households [14]. In

TABLE I
DEFINITION OF TERMS: EMBEDDED SYSTEMS; IOT; SMART HOME

Term Definition Examples

Embedded
systems

mechanical and electrical
systems with integrated
software

modern cars, cash
register systems,
ATMs

Internet of
Things (IoT)

interconnected embedded
systems

Industry 4.0, car-
to-car communica-
tion

Smart Home IoT systems in home au-
tomation

vacuum/mopping
robots, SmartTVs

the healthcare sector in particular, wearables, such as smart
watches offer the possibility of recognising medical emergen-
cies, such as strokes or heart attacks at an early stage, enabling
faster and potentially life-saving interventions [15][16]. Home
automation also benefits the environment, as intelligent control
systems can optimise the energy consumption of appliances.
Automated adjustment of heating, lighting and other systems
not only reduces costs for residents, but also helps to reduce
the ecological footprint [17][18]. An illustrative example is
the automatic switch-off of radiators as soon as windows are
opened [19].

Smart home data is also used to improve building security.
Intelligent monitoring systems can recognise break-ins at an
early stage and initiate preventative measures. In addition to
traditional dangers, such as burglaries, invisible risks, such as
voltage peaks, critical air conditions or structural damage to
buildings can also be detected and communicated to the resi-
dents [20, p. 7][21][22]. In addition, personalised functions,
such as alarm clocks, music or news, enrich daily life by
being tailored to the individual preferences of residents. The
use of modern AI technologies makes it possible to analyse
the collected data and turn it into meaningful automated
decisions [23][24].

The symbiosis between AI and Smart Home technologies
mutually reinforces both areas. AI relies on using large
amounts of data to develop powerful models, while Smart
Home devices continuously generate such data [25][26]. This
creates a market in which data trading plays a central role.
Companies that rely on AI-supported solutions buy the nec-
essary data, while the owners of this data can monetise it.
This creates an economic incentive, especially for companies
without the technical resources to utilise their own data [6,
Recital 19].

Networked systems also offer potential at a societal level,
for example in public health management. During the COVID-
19 pandemic, it became clear how valuable data-driven sys-
tems can be in tracing chains of contact [27]. Applications
such as the Corona-Warn-App [28] helped to break chains
of infection and slow down the spread of the virus. At the
same time, however, the collection and processing of sensitive
data raises questions about the protection of privacy. While the
pandemic has demonstrated the benefits of such technologies,
it has also revealed the risks of large-scale data collection
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and storage. Sensitive information on health, behaviour and
habits could be exposed or misused by cyberattacks, causing
considerable harm to the individuals concerned [29, pp. 11].
Weighing up the benefits of data-driven innovations against the
risks to privacy and security therefore remains a key challenge
for the Smart Home data economy.

B. Relevant stakeholders and interests

To analyze the dynamics within the Smart Home ecosystem,
stakeholders were grouped along two dimensions: their level of
access to data and their technical know-how to generate value
from it. Four central stakeholder groups (SG) operate in the
Smart Home sector. The relationships between the stakeholder
groups are shown graphically in Figure 1.

Figure 1. Relationship diagram of the actors in the Smart Home and
IoT Legend: SG1 - Gatekeepers; SG2 - Users; SG3 - Aftermarket service
providers; SG4 - Legislators and institutions; Data relations in blue.

SG1: Gatekeeper Technology companies such as Amazon
and Google dominate the market by manufacturing devices
and utilising data. Their focus is on increasing profits, often
at the expense of data protection and despite strict regulations
such as the GDPR [30][31]. As gatekeepers, they control the
data that is created on devices produced by them. Therefore
they have a significant influence on the market and competi-
tion [32]. Gatekeepers typically possess both privileged access
to user data and the technical expertise to extract economic and
strategic value from it.

SG2: Users Consumers benefit from automation and in-
novation, but are also the main source of data. Entertainment
Systems, such as Smart TVs are the most popular among users,
while building security and automation solutions are less com-
mon [33]. User priorities are security and convenience [34].
Customers and private users have limited technical capabilities
and often only partial access to the data they generate.

SG3: Aftermarket service providers Companies offering
repair services and cloud providers are heavily dependent on
gatekeepers as they often lack access to critical data. They
may have the technical know-how but face barriers in data
access due to platform control and interoperability issues. This
hampers innovation and fair competition [35].

SG4: Legislators and institutions Legislation, particularly
at EU level, is aimed at data protection, consumer protection
and a fair data market. Data from Smart Home systems
could also be used in crises, such as pandemics or natural
disasters [36].

III. CHALLENGES OF THE DATA ECONOMY IN THE
SMART HOME

The data economy faces significant economic and legal
hurdles, particularly in the Smart Home sector. A central
problem are the gatekeepers - powerful technology companies
that primarily operate outside the EU and exert considerable
influence on the global flow of data. Their dominance makes it
difficult to enforce European data protection regulations [37]
and manifests itself in various power asymmetries vis-à-vis
their customers. The trade in personal data and the data
protection-compliant processing of this data pose further chal-
lenges, which can result in financial losses that threaten the
existence of small and medium-sized companies in particular
if the applicable regulations are not observed.

A. Data protection issues in the Smart Home

The data generated by Smart Home devices often contains
sensitive and sensitive information about users and their ev-
eryday habits [6][38]. IoT technologies are expected to have
a significant impact on the healthcare sector in particular,
which further emphasises the sensitivity of this data [14].
Manufacturers of Smart Home devices and services have a sig-
nificant influence on what data is collected and shared, while
consumers are often insufficiently informed about the scope
and storage of this data [39]. Without technical expertise, it is
almost impossible for consumers to verify the accuracy of the
specified data processing modalities and their control over the
data they generate is severely limited [38]. In many cases, the
only option available to users with data protection concerns is
to opt out of the product or service.

Intelligent voice assistants are a particularly clear example
of the lack of transparency in data processing. These systems
require permanent monitoring of the acoustic environment in
order to be able to react to trigger phrases [39]. Although data
is only transmitted after a keyword has been recognised, voice
assistants can be activated unintentionally, e.g. by similar-
sounding phrases, whereby data is transmitted without the
explicit request of the user [40]. Users are often left in
the dark about the scope of the data collected, as detailed
information can only be requested on their own initiative and
in accordance with the applicable data protection laws, such
as the GDPR. In addition, this data is usually not processed
locally, but decentralised on the providers’ cloud servers [41],
which severely restricts the user’s control over the transfer and
processing of data.

To better understand the regulatory challenges in Smart
Home environments, it is required to distinguish between
different types of data and their sources. Table II classifies
Smart Home data along two dimensions: the nature of the data
(personal vs. non-personal) and its origin (individual users or
shared use).

This classification in Table II highlights the complexity of
data governance in multi-user settings, where personal and
non-personal data often coexist and overlap, raising important
questions about ownership and access rights.
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TABLE II
CLASSIFICATION AND EXAMPLES OF SMART HOME DATA BY USER AND

TYPE

Data Type User 1 User 2 Shared

Personal
Data

voice assistant
queries, health
data

TV
preferences,
fitness data

shared calendar,
living room camera
footage

Non-
Personal
Data

generic device
usage statistics
(e.g., light
switches)

app update
logs, battery
charging cycles

energy consump-
tion, network
diagnostics

The decision on how to handle the collected data often
lies with the manufacturers, while the users, despite legal
requirements such as [7, Art. 12-14], has no direct insight into
or control over access to their data. In many cases, this data
is sold to third parties or used by the provider to develop new
services, often without the express consent of the user [39].
Even after the use of Smart Home devices, many providers
retain the collected data, which increases the risk of future
misuse or disclosure through security incidents [42].

Consumers are also dependent on manufacturers and service
providers in their ability to protect their data, as they store
the data in cloud systems [41][43]. Data protection-friendly
functions, such as encryption or multi-factor authentication
are often missing and can only be implemented by the
manufacturer [39]. Particularly in connection with identifying
data, such as payment or geolocation data, which by its very
nature can be assigned to individuals, the security of this
personal data depends largely on the security precautions taken
by the cloud provider. In the event of a data leak, serious
consequences, such as identity theft or financial damage can
occur [44]. For companies that rely on networked devices, data
protection incidents can also lead to a loss of sensitive business
secrets, which harbours considerable economic risks [45].

There is a further risk in the second-hand trade for IoT
and Smart Home devices. Due to the frequent lack of user
interfaces on embedded devices, resetting used devices to
factory settings is difficult and can result in the previous
owner’s personal data remaining on the device [46]. The new
owner could unintentionally or maliciously gain access to this
data or use functions that are linked to the previous owner’s
account.

B. Power asymmetries between consumers and service
providers

In the course of the increasing networking of household
appliances and the data-driven economy, power asymmetries
between consumers and service providers (specifically SG1
‘gatekeepers’) are becoming ever more apparent. These result
not only from the technical complexity, but also from the legal
and economic conditions, which restrict consumers’ scope for
action and make access to the data they generate more difficult.

A central feature of these asymmetries are non-negotiable
user agreements dictated by the provider. Particularly in the
area of Smart Home technologies, providers impose opaque

contractual terms and conditions [38], which can usually only
be accepted by accepting or waiving the service. These often
contain clauses that grant extensive rights of use to personal
data or severely limit the provider’s liability [47]. The exact
scope of data use often remains opaque, which increases
consumer mistrust [38]. The lack of transparency about data
processing and the invisibility of processes that take place
in remote data centres [41] further increase this scepticism.
Access to and management of personal data often takes place
via complex, less user-friendly platforms [48], which makes
it difficult for many users to exercise their rights under the
GDPR.

A particularly clear example of this power asymmetry is
Amazon’s Alexa voice assistant system. Here, the consumer
has little control over the extent of data usage, as these pro-
cesses are decentralised and hidden [49]. Users are dependent
on a continuous connection to the cloud in order to use the
service [50]. This increases dependency on the provider and
makes it difficult to switch to alternative providers.

In addition, the lack of interoperability of cloud services
makes it difficult to switch between different providers, as
many systems are proprietary [51]. The repair options for
Smart Home devices are also limited, as often only the
manufacturer can carry out repairs [52].

These structural imbalances are leading to a loss of trust
among consumers, who are increasingly trying to remove their
data from the providers’ streams. Data protection-oriented
technologies such as Brave or the Tor browser, as well as
specialised ‘data removal services’, are therefore gaining in
importance [53]. This loss of trust, especially with regard to
the technical security of networked devices, could damage the
Smart Home sector in the long term as the value of the data
collected decreases [33].

IV. EU DATA ACT AND GDPR IN THE SMART HOME

In this section, two central and widely applicable EU
regulations with great relevance for the Smart Home and
the data generated therein are analysed: the GDPR and the
EU Data Act. These regulations aim to regulate the handling
of personal and machine-generated data, strengthen consumer
rights and address the issues analysed in Section II, such
as data protection problems and power asymmetries between
service providers and users.

Together with other legislative measures, for instance the
EU Digital Markets Act, the EU Digital Services Act and the
EU Data Governance Act, they form the basis of the European
Commission’s digital strategy.

A. Overview of the EU Data Act

The EU Data Act (EU Regulation 2023/2854) is a central
element of the European data strategy and regulates access to
and use of the generated data collected by digital technologies
such as Smart Home devices and cloud computing. The
regulation was adopted in November 2023, has been in force
since the beginning of 2024 and will be applicable law from
September 2025 [54]. The aim is to ensure fair access to
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data and a fair distribution of data between different market
players [5].

Manufacturers and service providers (data owners) are
obliged to grant users prompt access to their generated data [6,
Art. 3 para. 1]. This also includes the right to pass the data on
to third-party providers who can use it to develop innovative
products and services [6, Art. 5]. In the Smart Home sector
in particular, this should help to ensure that not only large
companies benefit from the data economy, but also smaller
players [6, Recital 30 & 32].

The processing of personal data remains subject to the
provisions of the GDPR, which takes precedence in the event
of conflicts [6, Art. 1 para. 5]. The regulation is intended to
give users more control over their data, as many consumers
or companies do not have the resources to utilise the full
economic value of their data themselves [6, Recital 3 & 19
& 40]. One example of implementation is the management
of data by virtual assistants. These collect information about
Smart Home users, for example to control heating or lighting.
The EU Data Act enables users to manage this data and pass
it on to third-party providers, which could give rise to new
smart assistance systems [6, Recital 22].

In order to curb the market dominance of large platforms,
gatekeeper companies defined under the EU Digital Markets
Act may not use data that does not originate from their
own devices [6, Art. 5 para. 3]. This is intended to prevent
excessive concentration of market power [55][56]. In addition,
the EU Data Act is intended to help better manage such
public emergencies as pandemics or cyberattacks. In such
cases, public authorities can request relevant data, whereby
the modalities are clearly defined and companies may be
compensated for providing it [6, Art. 14 & 17].

Figure 1 can thus be extended to Figure 2.

Figure 2. In terms of the EU Data Act, modified relationship diagram
of the actors in the Smart Home and IoT area from Figure 1
Legend: SG1 - Gatekeepers; SG2 - Users; SG3 - Aftermarket service
providers; SG4 - Legislators and institutions; Data relations in blue.

With the EU Data Act becoming applicable law, data that
was previously exclusively accessible to gatekeepers (SG1)
will be available to all authorised interested parties (see
Figure 2). This enables European companies (SG3) to develop
their own data-based services, while public authorities (SG4)
can manage crises more efficiently.

However, the extended availability of data harbours security
risks. Data owners are responsible for securing access and
data, but can use modern security measures, for example
encryption or smart contracts [6, Art. 3 para. 1, Art. 11 para.
1]. Users and recipients may only adapt these measures with
the consent of the data controller without being restricted in
their use of data.

Another key issue is cloud switching: users should be able
to switch more easily between cloud providers, such as AWS
or Microsoft Azure. Providers must support customers when
switching [6, Art. 25 para. 2a], ensure business continuity and,
from 2027, no longer charge fees for the move [6, Art. 29].
This incentivises structured, machine-readable data formats
and technologies for smooth data migration [6, Recital 78 &
84].

Smart contracts are proposed as possible interfaces for
automated data transfers to enable the secure and traceable
execution of agreements [6, Art. 2 para. 39]. The EU Data Act
requires high security standards, protection against manip-
ulation and audit-proof archiving of the generated data [6,
Art. 36]. Providers must regularly submit declarations of
conformity to prove compliance with the regulations.

The regulation also emphasises security in critical infras-
tructures, for example energy and water supply [6, Recital
14]. In addition to the GDPR, security checks and measures
such as pentests and encryption are also to be performed and
implemented for non-personal data [6, Recital 102].

For implementation, national authorities are to be appointed
or established to impose effective sanctions in the event of
violations [6, Art. 37 & 40]. If several authorities are involved,
a data coordinator will be appointed for coordination, while
GDPR supervisory authorities will remain responsible for
personal data [6, Art. 37 para. 3].

The EU Data Act addresses the asymmetric market power
in the IoT sector in favour of users and strengthens competi-
tion [57, p. 26]. However, there are challenges: User consent
remains a weak point, and interactions with the GDPR are still
unclear [57, pp. 23]. Further legal and technical coordination is
required in order to realise the full benefits of the EU Data Act.

B. Overview of the GDPR

The General Data Protection Regulation (GDPR) has been
in force as binding law in the EU since 2018 and aims to
ensure the protection of personal data [7]. It was introduced in
response to increasing digitalisation and the growing amount
of data collected [58]. Large tech companies in particular
benefit from analysing and using such data [7, Recital 6].

A clear legal framework has been created to regulate data
processing, which obliges companies to meet high standards
and provides for sanctions in the event of violations [7,
Recital 7]. In practice, however, there are difficulties with
enforcement, particularly in cross-border cases [37].

The GDPR defines key terms such as personal data, pro-
cessing and profiling [7, Art 4] and sets out binding principles
for the handling of personal data. These include lawfulness,
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purpose limitation, data minimisation and accountability [7,
Art. 5].

Data subjects have extensive rights, including rights to in-
formation, access and erasure [7, Art. 13-17]. Data controllers
must ensure that these rights are respected and are obliged
to appoint data protection officers and report data breaches
within 72 hours [7, Art. 24 & 33].

An evaluation of the GDPR from 2024 emphasises the
central role of data protection officers, especially for small
and medium-sized enterprises [59, p. 3]. In addition, the
regulation should be made less bureaucratic to enable more
efficient and risk-based implementation [59, pp. 4]. Digital
service providers should also be more closely integrated into
the obligations of the GDPR in order to improve users’ control
over their data [59, pp. 5].

C. Comparison and conflicts between the two regulations

The GDPR and the EU Data Act have different priorities,
but are not fundamentally contradictory. While the GDPR
prioritises the protection of personal data and consumer pro-
tection, the EU Data Act focuses on promoting a data-driven
economy and facilitating access to non-personal data [60].
Both sets of regulations share the goal of supporting the free
movement of data within the EU by striving for a balance
between data protection and the commercial use of data.

Both the GDPR and the EU Data Act contain provisions for
crisis situations: While the EU Data Act permits the provision
of relevant data, the GDPR authorises public bodies to process
personal data in certain cases [7, Art. 2 para. 2d][6, Art.
pp. 14]. These regulations can be helpful in the context of
pandemics or disaster management, for example, but raise
questions in the area of law enforcement and anti-terrorism
measures. The centralised availability of data via data traders
could also open up new opportunities for fighting crime, the
effects of which need to be investigated further.

A central area of tension arises when networked devices
generate personal data, as the EU Data Act makes it clear
that it must not affect the GDPR and takes second place to
it in the event of a conflict [6, Recital 34][6, Art. 1 para. 5].
This becomes particularly problematic in multi-user scenarios:
A single user could share or sell data that also affects other
people without their consent. This would be a violation of
the GDPR [7, Art. 13]. At the same time, the EU Data Act
obliges providers to provide non-personal data [6, Art. 3],
which creates a legal dilemma: A refusal could violate the
EU Data Act, a disclosure could violate the GDPR.

The distinction between personal and non-personal data
poses a further challenge, especially in the case of mixed
data sets. The EU Data Act requires a clear classification in
order to provide commercially usable data, while the GDPR
comprehensively protects personal data [6, Art. 3, 7, Art.
18]. It is particularly critical that originally non-personal
data can become personal information through correlation or
analytical procedures [61, p. 6 & 16][62]. This could lead to
data protection provisions being circumvented through clever
contractual constructions.

The practical implementation of both sets of regulations
also poses challenges for companies. Small and medium-
sized enterprises in particular are confronted with considerable
bureaucratic effort due to the parallel requirements of the
GDPR and the EU Data Act, which ties up resources and
can inhibit innovation processes [59][60].

Approaches such as anonymisation or selective data sharing
are being discussed to resolve these conflicts, although their
technical feasibility and effectiveness remain questionable. A
more precise regulation on the separation of personal and non-
personal data as well as a clear legal handling of multi-user
scenarios are necessary in order to make the coexistence of
both sets of rules practicable [6, Recital 7].

D. Relevance for the Smart Home

Smart home devices, as part of the IoT, collect a lot of
data in the home environment and are explicitly mentioned
in the EU Data Act [6, Recital 23]. Currently, however, these
systems are often limited by incompatibilities, while users find
it difficult to access their own data [35][63]. The EU Data Act
is intended to counteract this by promoting better data acces-
sibility and interoperability between manufacturers [6, Recital
32]. This not only enables personalised services, but also
facilitates the repair of defective devices through improved
data access [6, Recital 32].

As considerable amounts of data are generated in the Smart
Home, these are not only of economic interest to users, but
also to companies. The EU Data Act obliges providers to make
this data available - both to consumers and to third parties,
including competitors [6, Recital 39].

The data collected affects many areas of life, from health to
entertainment [64], and offers both individual and economic
benefits [6, Recital 64]. At the same time, they are often
personal [38] and are therefore subject to the GDPR, which
creates data protection risks, especially through the detailed
recording of user behaviour [38].

Heino et al. [38] describes four central data protection
problems in the Smart Home:

(1) Unclear legal scope of application,
(2) Lack of transparency in data processing,
(3) preset data collection with opt-out instead of opt-in and
(4) uncertainties regarding retention periods. Added to this is

the principle of data minimisation, which conflicts with
the usefulness of many devices, as more data often means
better functionality [61, p. 15][65, p. 3].

Following our analysis, we would expand this list based
on the differences between the kinds of data generated in the
smart home as described in Table II:

(5) Blurred boundaries between personal and non-personal
data, especially in shared or mixed-use contexts,

(6) Ambiguity in attributing data to specific individuals in
multi-user environments,

(7) Unclear responsibilities for data governance when data is
co-generated or shared across devices and users,
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(8) Conflicts between user rights under the Data Act (e.g.,
data portability) and the privacy rights of other users
under the GDPR.

Since the GDPR came into force, users in countries with
GDPR-compliant legislature are increasingly aware of data
security risks and have a higher perceived level of control [66].
The multi-user operation of Smart Home devices makes GDPR
compliance more difficult. In households, several people share
devices, which makes it challenging to clearly assign and
control personal data. A flexible solution is needed to combine
data protection and usability.

V. ENFORCEMENT OF THE GDPR: TRENDS AND
IMPLICATIONS

Since the GDPR entered into force in 2018 [7, Art. 99],
supervisory authorities across the EU have regularly imposed
fines for infringements.

By September 2024, total fines amounted to roughly C5 bil-
lion across more than 2,000 cases [67], demonstrating active
enforcement and significant financial consequences. The sharp
increases in July 2021 and May 2023 are linked to rulings
against Amazon (C750 million) [68] and Meta Platforms
(C1.2 billion) [69].

The most striking case remains Meta Platforms, fined more
than C2 billion since 2018 [67]. These sanctions primarily
concern the lawfulness of processing [7, Art. 6], data pro-
cessing principles [7, Art. 5], and insufficient technical and
organizational safeguards [7, Art. 32]. Yet, with 2023 revenues
of C134.9 billion [70], these fines account for less than 1.5 %
of Meta’s annual turnover, raising doubts about their deterrent
effect.

Beyond Meta, fines often stem from violations of lawful
processing [7, Art. 6], fundamental processing principles such
as integrity and confidentiality [7, Art. 5f & 32], and failure
to respect data subject rights [7, Art. 15ff.]. Smaller cases
frequently involve non-compliance with access or erasure
obligations, with fines ranging from C100 to C10,000 [67].
For SMEs, the administrative burden of meeting these require-
ments without dedicated compliance units poses a significant
challenge [71].

The effectiveness of the GDPR as a deterrent remains
contested [31][59][60][68]. Large repeat offenders like Meta
call into question the impact of fines, while SMEs often com-
ply more carefully, as penalties can threaten their existence.
Thus, the deterrent effect of sanctions appears uneven across
company sizes and sectors.

Regardless of its ultimate efficacy, the history of imposed
fines underlines the prominent role of sanctions in enforcing
regulatory standards, especially in the domain of data pro-
tection. Given the parallels in scope and ambition, similar
enforcement intensity can be expected under the Data Act.
As discussed in Section IV, the combination of GDPR and
Data Act obligations creates particularly complex challenges
in multi-user environments such as Smart Homes. Proactive
compliance strategies are therefore essential to safeguard both
user rights and companies from future sanctions.

VI. CASE STUDY: BOSCH SMART HOME CONTROLLER

An illustrative case study is provided by Bosch’s Smart
Home Controller, which is documented in an openly available
GitHub repository under https://github.com/BoschSmartHome/
bosch-shc-api-docs. The system enables the centralized man-
agement of supported Smart Home devices and the data they
generate. It serves as a useful example of how Smart Home
ecosystems can be structured in a way that aligns with the
requirements of the EU Data Act. In particular, Bosch provides
standardized interfaces for accessing device data and facilitates
interoperability with third-party services, which reflects the
Act’s emphasis on data availability and portability.

The Bosch Smart Home Controller exposes a local REST
API, allowing developers and integrators access to a com-
prehensive set of functionalities: device status queries, event
subscription, automation rules management, and retrieval of
historical logs. API communication is encrypted with TLS 1.2,
and authorized clients must register via secure key exchange,
setting a technical baseline for secure integration. The system
also supports modern connectivity protocols such as Zigbee
and Matter, enabling compatibility with a wide range of third-
party devices and aligning with broader interoperability goals
in the smart home market.

However, a closer analysis reveals some shortcomings with
regard to user-level data governance. The controller does not
implement device-level access control for different household
members. Instead, the designated administrator account has
unrestricted access to all data generated within the Smart
Home environment, including personal data of other users.
While this design significantly increases usability and system
maintenance, it stands in direct tension with the principle
of user-specific rights over personal data under the GDPR[7,
Art. 12-23]. The absence of mechanisms to separate or shield
multi-user data illustrates a critical challenge for ensuring
compliance in real-world Smart Home infrastructures.

Additional concerns relate to the granularity and trans-
parency of data handling. Although Bosch provides well-
documented APIs for data access and integration, the system
lacks fine-grained role management and user-specific permis-
sion settings. Logs of who accessed or exported which data are
not visible to individual users, thereby limiting transparency
and accountability. Furthermore, while interoperability with
external services is supported, safeguards for preventing the
uncontrolled sharing of mixed datasets remain underdevel-
oped. The availability of technical integration points is an
important step toward data portability, but the absence of
robust audit mechanisms and user-centered access controls
highlights a gap between the formal requirements of EU
data governance frameworks and practical implementation in
commercial smart home solutions.

These observations underline the difficulty of bridging the
gap between competing regulatory aspirations and the current
state of technical implementation in Smart Home platforms,
highlighting the need for privacy-by-design features that op-
erationalize legal requirements.
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VII. CONCLUSION AND FUTURE WORK

The Smart Home has been identified as an increasingly
relevant component of the data economy, in which the res-
idents of a networked living space generate a large amount of
data through their use of intelligent devices. This data offers
significant potential for new services, such as personalised
energy management systems or health-applications, but also
creates risks. These include data protection problems, security
gaps and the possibility of commercial exploitation of user
data by third parties.

The Smart Home sector is characterised by a wide range
of actors, including manufacturers of IoT devices, service
providers, public authorities and consumers themselves. These
players often pursue divergent interests: While providers
primarily aim to monetise user data, consumers demand
stronger data protection measures and easy ways to control
their data. The power asymmetries between large technol-
ogy providers and their customers or small to medium-
sized enterprises were identified as particularly problematic,
as they hinder innovation and competition in the sector.

The forthcoming applicability of the EU Data Act and the
existing requirements of the GDPR are having a significant
impact on the Smart Home sector. The EU Data Act addresses
the current power asymmetry by facilitating data access for
data-generating customers and third-party providers, thereby
promoting competition and innovation.

The GDPR, on the other hand, emphasises the protection of
personal data and defines strict requirements for its processing.
In combination, these two regulations create a complex legal
framework and therefore pose considerable challenges. Con-
flicting objectives arise, particularly in the case of mixed data
sets that contain both personal and non-personal information
of several users: while the EU Data Act requires the release
of non-personal data, the GDPR demands strict protective
measures for personal data. This leads to uncertainties as to
how the two regulations can be harmonised without violating
data protection regulations and fearing sanctions. If such
uncertainties are not adequately addressed, the Data Act may
have the opposite of its intended effect and hinder innovation
through diminished customer acceptance and reduced trust in
data-driven services.

Our analysis of GDPR enforcement demonstrates that sanc-
tions play a crucial role in ensuring compliance, though their
effectiveness varies significantly between large technology
firms and smaller companies. At the same time, the Bosch
Smart Home Controller case study illustrates the practical
challenges of implementing regulatory requirements in real-
world systems, where multi-user environments and insufficient
access controls create gaps between legal obligations and
technical practice. Taken together, these findings underline
both the necessity of effective enforcement mechanisms and
the importance of privacy-by-design solutions if the goals of
the GDPR and the EU Data Act are to be realized in the Smart
Home sector.

The Bosch Smart Home Controller case study illustrates

both achievements and ongoing challenges in aligning smart
home systems with EU Data Act and GDPR requirements.
While Bosch demonstrates progress in data accessibility and
interoperability through standardized APIs, the system lacks
the fine-grained user controls and transparency mechanisms
necessary for GDPR compliance, particularly in multi-user
households. Specifically, the centralized administrator model
grants unrestricted access to all household data without role-
based separation, creating tension with GDPR principles of
individual user rights. These findings underscore that effective
compliance requires privacy-by-design features embedding
user-specific data governance at the infrastructure level, not
merely API documentation and interoperability support.

In view of regulatory developments and the increasing
spread of Smart Home technologies, several relevant research
questions arise. One key issue is the practical implementation
of the EU Data Act in the area of conflict with the GDPR,
particularly with regard to the separation of personal and non-
personal data within mixed data sets. There is a need for
further clarification here to ensure that both data protection
requirements and economic interests are adequately taken into
account.

Another research approach is the development of technical
solutions for more data protection and data sovereignty in
the Smart Home. Approaches such as federated learning or
edge computing could help to make data processing more
decentralised in order to reduce security risks and power
asymmetries. There is also a need for further research into how
users can obtain intuitive and effective control mechanisms
over their data without compromising the user-friendliness of
Smart Home systems.

Finally, the economic and social impact of the new regu-
lations must also be analysed. It remains to be seen to what
extent the EU Data Act will actually promote competition in
the Smart Home market or whether new challenges will arise
due to regulatory uncertainties. Further research could focus on
what adjustments the industry needs to make in order to fulfil
the legal requirements and develop innovative, data protection-
compliant business models.
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