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Abstract — In many domains like new product development, 

scientific projects, or complex business cases, knowledge-

intensive activities and processes have gained high importance. 

Such projects are often problematic and may suffer from 

various threats to successful and timely project completion. 

This is often caused by the involved knowledge-intensive 

processes because of their high dynamicity, complexity, and 

complex human involvement. In this paper, we describe an 

abstract framework capable of managing and supporting such 

projects holistically. This is achieved by applying various kinds 

of data analytics on the different data sets being part of the 

projects. Thus, processes can be implemented and supported 

technically utilizing the results and combinations of the data 

analytics. We furthermore illustrate the applicability of the 

abstract framework by describing two concrete 

implementations of this framework in two different domains. 
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I.  INTRODUCTION 

This paper is an extension of the article “Utilizing Data 
Analytics to Support Process Implementation in Knowledge-
intensive Domains” [1]. It adds a comprehensive evaluation 
of the approach describing two concrete technical 
applications of the envisioned framework in detail as well as 
an extended discussion of related work and extended 
scenarios, figures and explanations. In the last decades, the 
number and importance of knowledge-intensive activities 
has rapidly increased in projects in various domains [2][3]. 
Recent undertakings involving the inference of knowledge 
utilizing data science and machine learning approaches also 
require the involvement of humans interpreting and utilizing 
the data form such tools. Generally, knowledge-intensive 
activities imply a certain degree of uncertainty and 
complexity and rely on various sets of data, information, and 
knowledge. Furthermore, they mostly depend on tacit 
knowledge of the humans processing them. Hence, such 
activities constitute a huge challenge for projects in 
knowledge-intensive domains, as they are mostly difficult to 
plan, track and control. According to literature [4][5], 
knowledge-intensive processes are characterized as follows: 

- They are a composition of prospective activities 
whose execution contributes to achieving a certain 
goal. 

- They rely on knowledge workers performing 
interconnected knowledge-intensive activities. 

- They are knowledge-, information-, and data-
centric. 

- They require substantial flexibility, at design- and 
run-time. 

Typical examples for the applications of such activities 
and processes are business processes in large companies [2], 
scientific projects [6], and projects developing new products 
[7]. In each of these cases, responsibles struggle and often 
fail to implement repeatable processes to reach their specific 
goals. 

In recent times, there has been much research on data 
storage and processing technologies, machine learning 
techniques and knowledge management. The latter of these 
has focused on supporting whole projects by storing and 
disseminating project knowledge. However, projects still 
lack a holistic view on their contained knowledge, 
information and data sets. There exist progressive 
approaches for storing data and drawing conclusions from it 
with statistical methods or neural networks. There also exist 
tools and methods for organizing the processes and activities 
of the projects. Nevertheless, in most cases, these approaches 
stay unconnected. Processes are planned, people execute 
complex tasks with various tools, and sometimes record their 
knowledge about procedures. However, the links between 
these building blocks stay obscured far too often.  

In this paper, we propose a framework that builds upon 
existing technologies to execute data analyses and exploit the 
information from various data sets, tools, and activities of a 
project to bring different project areas closer together. Thus, 
the creation, implementation, and enactment of complex 
processes for projects in knowledge-intensive domains can 
be supported.  

The remainder of this paper is organized as follows: 
Section II provides background information including an 
illustrating scenario. Section III distils this information into a 
concise problem statement. Section IV presents an abstract 
framework as solution while Section V provides concrete 
information on the modules of this framework. This is 
followed by an evaluation in Section VI, related work in 
Section VII, and the conclusion. 

II. BACKGROUND 

In the introduction, we use the three terms data, 
information and knowledge. All three play an important role 
in knowledge-intensive projects and have been the focus of 
research. Recent topics include research on knowledge 
management and current data science approaches. Utilizing 
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definitions from literature [8], we now delineate these terms 
in a simplified fashion: 

 Data: Unrefined factual information. 

 Information: Usable information created by 
organizing, processing, or analyzing data. 

 Knowledge: Information of higher order derived by 
humans from information. 

This taxonomy implies that information can be inferred from 
data manually or in a (semi-)automated fashion while 
knowledge can only be created by involving the human 
mind. Given this, knowledge management and data science 
are two fields that are complementary. Data science can 
create complex information out of raw data while knowledge 
management helps the humans to better organize and utilize 
the knowledge inferred from that information. 

Processes in knowledge-intensive domains have special 
properties compared to others like simple production 
processes [9]. They are mostly complex, hard to automate, 
repeatable, can be more or less structured and predictable 
and require lots of creativity. As they are often repeatable, 
they can profit from process technology enabling automated 
and repeatable enactment [10]. 

In the introduction, we mentioned three examples for 
knowledge-intensive processes: scientific projects, business 
processes in large companies and new product development. 
We will now go into detail about the properties of these.  

In scientific projects, researchers typically carry out 
experiments generating data from which they draw 
knowledge. The amount of processed data in such projects is 
rapidly growing. To aid these efforts, numerous technologies 
have been proposed, on the one hand for storage and 
distributed access to large data sets. On the other hand, many 
frameworks exist supporting the analysis of such data with 
approaches like statistical analyses or neuronal networks 
[11]. There also exist approaches for scientific workflows 
enabling the structuring of consecutive activities related to 
processing the data sets [12]. However, the focus of all these 
approaches is primarily the processing of the scientific data. 
A holistic view on the entire projects connecting these core 
activities with all other aspects of the projects is not 
prevalent. In addition, the direct connection from data 
science to knowledge management remains challenging.  

Business processes in large companies are another 
example of knowledge-intensive processes. Such processes 
are often planned on an abstract level and the 
implementation on the operational level remains difficult due 
to numerous special properties of the context of the 
respective situations. Consider a scenario where companies 
work together in complex supply chains to co-create 
complex products like in the automotive industry. Such 
companies have to share different kinds of information. 
However, this process is rather complicated as the supply 
chains are often huge with hundreds of participants. A data 
request from the company at the end of the chain can result 
in thousands of recursive requests through the chain [13]. For 
each request, it must be separately determined, which are the 
right data sets that are needed and can be shared.  

A third example are projects developing new products. 
As example, we focus on software projects because software 

projects are essentially knowledge-intensive projects [7]. For 
these, various tools exist from development environments to 
tools analyzing the state of the source code. In addition to 
this, usually a specified process is also in place. However, 
the operational execution relies heavily on individuals that 
have to analyze various reports and data sources manually to 
determine the correct course of action in order to create high 
quality software. This implies frequent process deviations or 
even the complete separation of the abstract planned process 
from its operational execution. Furthermore, due to the large 
amount of available data sets (e.g., specifications, bug 
reports, static analysis reports) things may be forgotten and 
incorrect decisions made.  

We will now illustrate different problems occurring when 
trying to implement a software development process on the 
operational level. Therefore, we will utilize an agile software 
development process: the OpenUP. The process comprises 
the four phases Inception, Elaboration, Construction, and 
Transition as illustrated in Figure 1.    
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Figure 1.  Software Development Process. 

     These phases cover the entire project lifecycle and are 
executed with a stakeholder focus. Each of the phases, in 
turn, may comprise an arbitrary number of iterations. In the 
latter, the focus lies on the team managing the scope of the 
iteration with an iteration plan. Each iteration contains 
different concrete workflows to support activities like 
requirements management or software development. Each 
participating person processes the concrete activities of these 
workflows working on one or more work items. The project 
lifecycle is managed in the granularity of months, the 
iterations are more fine grained. Finally, the processing of 
the work items is done on a daily basis. However, besides 
various concrete workflows and activities there are also 
various artifacts, tools, roles, and persons involved. We will 
now provide details on the OpenUP, its implementation, and 
issues regarding to it on the operational level as depicted in 
Figure 2. The figure shows the workflows of the iterations of 
the four phases. Each of the activities within these represents 
a sub-workflow containing more fine-grained activities. 
Every iteration has a sub-workflow for managing the 
iteration containing activities for planning, managing and 
assessing the iteration.   
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Figure 2.  Scenario.

The iterations for all but the first phase also have a sub-
workflow called ‘Ongoing Tasks’ for managing changes, 
e.g., in case the scope or the requirements change. The 
inception phase primarily deals with setting up the project 
and the requirements but also allows for creating the first 
increment of the envisioned solution. The elaboration 
phases’ iterations add activities for creating the architecture 
of the software and already the first testing while refining the 
requirements and continuing to create the solution. The 
construction phase, in turn, is the main development phase. 
In the transition phase, the development and testing is 
finalized to transfer the software to the client. In this phase 
no more requirement changes shall take place.  

As examples, we also show three concrete workflows: 
‘Identify and refine Requirements’ deals with the initial 
creation and refinement of the requirements. In addition, 
system wide technical requirements are detailed and the 
relating test cases must be created. ‘Develop Solution 
Increment’ covers operational software development. It 
contains concrete activities like ‘Implement Solution’ where 
the developer shall technically implement the solution (i.e., a 
specific feature of a software), which was designed before. 
‘Test Solution’ contains a loop of creating and running tests 
for the created software. However, such activities are still 
rather abstract and have no connection to tasks the human 
performs to complete the activities. These tasks are 
performed with concrete tools, artifacts, and other humans 
depicted in the blue box of Figure 2. The figure indicates 
various issues: (1) Tasks performed with different tools like 
IDEs and static analysis tools are fine-grained and dynamic. 
Therefore, the workflow cannot prescribe the exact tasks to 

be performed [14]. Furthermore, the mapping of the 
numerous real world events to the workflow activities is 
challenging. (2) In various situations, the developer must 
derive decisions based on data contained in reports from 
different tools. One example are specific changes to improve 
the source code to be applied on account of static analysis 
reports. Goal conflicts (e.g., high performance vs. good 
maintainability) may arise resulting in wrong decisions. (3) 
In various cases, different artifacts (e.g., source code and 
technical specifications) that relate to each other may be 
processed simultaneously by different persons, which may 
result in inconsistencies [15]. (4) Unexpected situations may 
lead to exceptions and unanticipated process deviations. (5) 
The whole process relies on knowledge. Much of this 
knowledge is tacit and is not captured to be reused by other 
persons [16]. This often leads to problems. 

III. PROBLEM STATEMENT 

In Section II, we have defined different kinds of relevant 
information and shown examples from different domains in 
which a lacking combination of such information leads to 
problems with operational process implementation. 

In scientific projects, data analysis tools aid humans in 
discovering information in data. However, the projects 
mostly neither have support for creating, retaining, and 
managing knowledge derived from that information, nor do 
they have process support beyond the data analysis tasks 
[16][17]. Complex business processes in large companies 
often suffer from lacking process support because of the high 
number of specific contextual properties of the respective 
situations. In new product development, problems often arise 
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due to the inability to establish and control a repeatable 
process on the operational level. This is caused by the high 
number of dynamic events, decisions, deviations, and goal 
conflicts occurring on the operational level.  

In summary, it can be stated that process implementation 
in knowledge-intensive projects is problematic due to the 
high complexity of the activities and relating data. Processes 
can be abstractly specified but not exactly prescribed on the 
operational level. Thus, it remains difficult to track and 
control the course of such projects, which often leads to 
exceeded budgets and schedules and even failed projects. 

In particular, the following points need to be addressed: 
- Seamless integration of data analysis approaches 

into the projects. Data producers, data storage and 
data consumers should be integrated globally in 
projects. 

- Integration of (semi-)automated data analytics with 
knowledge management. 

- Integration of data analytics with automated process 
support to automatically adapt the process to 
changing situations. 

IV. FRAMEWORK 

In this paper, we tackle these challenges by proposing an 
approach uniting different kinds of data analytics and their 
connection to other project areas like knowledge 
management and process management. That way we achieve 
a higher degree of automation supporting humans in their 
knowledge-intensive tasks and facilities to achieve holistic 
and operational implementation of the projects process. 

Because of the high number of different data sets and 
types and their impact on activities, we think it is not 
possible to specify a concrete framework suitable for all 
possible use cases of knowledge-intensive projects of various 
domains. We rather propose an extensible abstract 
framework and suggest different modules and their 
connections based on the different identified data and 
information types in such projects. The idea of this abstract 
framework builds on our previous research where we created 
and implemented concrete frameworks for specific use cases. 
Hence, we use our experience to extract general properties 
from these frameworks to achieve a broader applicability. 

The basic idea of such a framework is a set of specific 
modules capable of analyzing different data sets and utilizing 
this for supporting knowledge-intensive projects in various 
ways. Each of these modules acts as a wrapper for a specific 
technology. The framework, in turn, provides the following 
basic features and infrastructure to foster the collaboration of 
the modules. 

A simple communication mechanism. The framework 
infrastructure allows each module to communicate with the 
others to be able to receive their results and provide its 
results to the others. 

Tailoring. The organization in independent modules 
facilitates the dynamic extension of the framework by adding 
or removing modules. That way the framework can be 
tailored to various use cases avoiding technical overhead. 

Support for various human activities. The framework 
shall support humans with as much automation as possible. 

Activities that need no human intervention shall be executed 
in the background providing the results in an appropriate 
way to the humans. In contrast to this, activities that require 
human involvement shall be supported by the framework. 
All necessary information shall be presented to the humans 
helping them to not forget important details of their tasks. 
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Figure 3.  Abstract Framework. 

Holistic view on the project. Various technologies for 
different areas of a project are seamlessly integrated. That 
way, these areas, like process management, data analysis, or 
knowledge management can profit from each other. 

Process implementation. The framework shall be 
capable of implementing the process spanning from the 
abstract planning to the operational execution. 

In the following, the structure of the framework and the 
interplay of its components are described. A more concrete 
description of each component follows in Section V. The 
framework is illustrated by Figure 3. We divide the latter 
into three categories of modules: Interfaces, Coordination, 
and Data Processing. The coordination category contains the 
modules responsible for the coordination of data and 
activities in the framework: The data storage module is the 
basis for the communication of the other modules by storing 
and distributing the messages between the other components. 
The process management module is in charge of 
implementing and enacting the process. Thus, it contains the 
technical representation of the processes specified at the 
project / process management level, which is outside the 
framework. Utilizing the other modules, these processes can 
be enacted directly on the operational level where concrete 
persons interact with concrete tools. This improves 
repeatability and traceability of the enacted process. 

The interface category is comprised of three modules: 
Graphical user interfaces enable users to communicate with 
the framework directly, e.g., for controlling the process flow 
or storing and utilizing knowledge contained in the 
framework. The sensor module provides an infrastructure for 
receiving events from sensors that can be integrated into 
external software tools or from sensors from production 
machines. That way, the framework has access to real-time 
event data from its environment. The connector module 
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provides the technical interface to communicate with APIs of 
external tools to exchange data with the environment.  

The data processing category provides modules relating 
to data processing and analytics, which enables the 
framework to automatically issue various actions and 
influence the process to fit to changing situations: The event 
processing module aggregates event information. This can be 
used, for example, for determining actions conducted in the 
real world. Therefore, sensor data from the sensor module 
can be utilized. By aggregating and combining atomic 
events, new events of higher semantic value can be 
generated. The data analysis module integrates facilities for 
statistical data analytics and machine learning. This can be 
utilized to infer information from raw data, e.g., coming 
from production machines or samples in scientific projects. 
The knowledge management component aids humans in 
managing knowledge derived from it. Both technologies can 
interact to support scientific workflows. E.g., incoming data 
can be analyzed and classified and the framework can 
propose an activity to a human for reviewing the data and 
record knowledge in a knowledge base.  

Finally, the automation component enhances the 
automation capabilities of the framework. Therefore, various 
technologies are possible. As a starting point, we propose the 
following: rules engines for simple specification and 
execution of rules applying for the data or the project as a 
whole. One example use case is the automated processing of 
reports from external tools. Multiple reports can be 
processed creating a unified report by a rules-based 
transformation that, in turn, can be processed by other 
modules. A second important technology for automation are 
multi-agent systems. They enhance the framework by adding 
automated support for situations with goal conflicts. 
Consider situations where deviations from the plan occur and 
the framework shall determine countermeasures. Software 
refactoring is one possible use case: When the framework 
processes reports of static analysis tools indicating quality 
problems in the source code, software quality measures can 
help. However, mostly there are too many problems to tackle 
all and the most suitable must be selected. In such situations, 
agents perusing different quality goals like maintainability or 
reliability can autonomically decide on software quality 
measures that are afterwards integrated into the process in 
cooperation with the other modules [14]. 

V. MODULES 

This section provides details on the different modules, 
their capabilities and the utilized technologies. 

Data Storage. As depicted in Section IV, the first use 
case for this module is being the data store for the module 
communication. Messages are stored here and the modules 
can register for different topics and are automatically notified 
if new messages are available for the respective topic. This 
also provides the basis for the loose-coupling architecture. 
However, this module is not limited to one database 
technology but enables the integration of various 
technologies to fit different use cases. One is the creation of 
a project ontology using semantic web technology to store 

and process high-level project and domain knowledge that 
can be used to support the project actors.  

Process Management. This module provides PAIS 
(Process-Aware Information System) functionality: 
Processes are not only modelled externally at the project 
management level as an idea of how the project shall be 
executed but can be technically implemented. Thus, the 
enactment of concrete process instances enables the correct 
sequencing of technical as well as human activities. Humans 
automatically receive activities at the right time and receive 
support in executing these. To enable the framework to react 
on dynamic changes we apply adaptive PAIS technology 
[18]. That way the framework can automatically adapt 
running process instances. Consider an example from 
software development projects: Software quality measures 
can be inserted into the process automatically when the 
framework detects problems in the source code by analyzing 
reports from static analysis tools [14]. This actively supports 
software developers in achieving better quality source code. 

Sensors. This module comprises facilities for receiving 
events from the frameworks environment. These events can 
be provided by hardware sensors that are part of production 
machines. This can also be established on the software side 
by integrating sensors in the applications used by knowledge 
workers. That way, information regarding the processed 
artifacts can be gathered. Examples regarding our scenario 
from Section II include bug trackers and development tools 
so the framework has information about bugs in the software 
and the current tasks developers process. 

Graphical User Interfaces. GUIs enable humans to 
interact with the framework directly. Firstly, this applies to 
the enactment of processes with the framework. The latter 
can provide activity information to humans guiding them 
through the process. In addition, humans can control the 
process via GUIs indicating activity completion and 
providing the framework with information on their concrete 
work. Another use case is storing knowledge in a knowledge 
store being part of the framework. To enable this, the GUI of 
a semantic wiki integrated into the framework as knowledge 
store can be exposed to let humans store the knowledge and 
annotate it with machine-readable semantics. That way, the 
framework can provide this knowledge to other humans in an 
automated fashion. However, GUIs are also used for 
configuring the framework to avoid hard-coding its behavior 
matching the respective use case. One example is a GUI 
letting humans configure the rules executed in the integrated 
rules engine. Thus, e.g., it can be configured, which parts of 
external reports shall be used for transformation to a unified 
report the framework will process. 

Connectors. This module is applied to enable technical 
communication with external tools. Depending on the use 
case, interfaces can be implemented to call APIs of other 
tools or to be called by these. Consider an example relating 
to the projects’ process: The process is externally modeled 
utilizing a process modeling tool. This process can be 
transformed (manually or automatically) to a specification 
our framework uses for process enactment. In the process 
enactment phase, the external tool can be automatically 
updated displaying the current state of execution. 
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Automation. For this module we proposed two 
technologies as a starting point: rules engines can be utilized 
for simple automation tasks. One use case is, as mentioned, 
automatic transformation of reports from multiple external 
tools into one unified report. Multi-agent systems are 
applicable in situations where goals conflicts apply. Consider 
the example regarding the quality of newly created software: 
In software projects, often multiple static analysis tools are 
executed providing metrics regarding the source code 
quality. Usually, there is not enough time to get rid of all 
issues discovered. It is often challenging for software 
engineers to determine the most important software quality 
measures to be applied. Such projects mostly have defined 
quality goals as maintainability or reliability of the source 
code. Quality goals can be conflicting as, e.g., performance 
and maintainability and different measures support different 
quality goals. For such situation, agents can be applied: Each 
goal gets assigned an agent with a different strategy and 
power. When a quality measure can be applied the agents 
utilize a competitive procedure for determining the most 
important quality measure to be applied. 

Data Analysis. This module enables the integration of 
frameworks or libraries for semantic reasoning, statistical 
analysis, or machine learning frameworks like Scikit-learn 
[11]. The advantage of the integration in the framework 
infrastructure is option to execute such tools as part of a 
holistic process. Data that has been acquired by other 
modules can be processed and the results can also be stored 
in the frameworks data storage. Furthermore, other modules 
can be notified so humans can be involved. For example a 
process can be automatically executed where data is 
analyzed and the results are presented to humans that, in 
turn, can derive knowledge from them and directly manage 
this knowledge with the knowledge management component. 
That way, data analysis approaches can be seamlessly 
integrated at several points in the process to achieve a higher 
level of support and automation. 

VI. EVALUATION 

We now provide two concrete scenarios in which we 
have created and successfully applied concrete frameworks 
that implement our idea of this abstract framework. The first 
one comes from the software engineering domain. For this 
domain, we have implemented a comprehensive framework 
including all of the mentioned modules [14][15][17] as 
illustrated in Figure 4.  
      The framework is based on a loose-coupling architecture 
where different modules managed by an OSGI [19] 
infrastructure that communicate via events. Such events are 
stored and distributed by the data storage module. The latter 
is realized by a key-value store based on the XML database 
eXist [20]. The events are organized in several collections 
for which the modules can register to be automatically 
notified in case of new events regarding a certain topic. 
Communication with the frameworks environment is 
realized on the one hand by web-based GUIs and connectors 
to tools like bug trackers. On the other hand, the event 
extraction module applies the framework Hackystat [21] to 
be able to integrate sensors on various tools like IDEs or 

source control management tools. These sensors generate 
events in several situations like opening files or perspective 
switches in the IDEs. The events are sent to the data storage 
component, which, in turn, provides them to the event 
processing component. The latter applies complex event 
processing (CEP) utilizing the tool Esper [22]. That way, 
events with higher semantic value can be generated out of 
multiple low level events.  
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Figure 4.  Framework Implementation for Software Engineering. 

The framework also facilitates reasoning about higher 
level project information. Therefore, the framework 
integrates semantic web technology. This technology offers 
numerous advantages like advanced consistency checking or 
enhanced reuse possibilities among applications [23]. The 
data storage module therefore contains an OWL-DL (Web 
Ontology Language Description Logic) [24] ontology. That 
way, high-level project data can be stored in a standardized 
structured way. Moreover, ontologies provide capabilities for 
complex querying and the capability of reasoning about the 
contained data and inferring new facts. This is realized in the 
data analysis module with SPARQL [25] queries, SWRL 
[26] rule processing, and the reasoner Pellet [27]. This 
configuration fosters the integration of knowledge 
management with the high-level project information: The 
knowledge management component therefore integrates the 
Semantic MediaWiki [28]. Information entered in this wiki 
can be enhanced by machine-readable semantics enabling the 
framework to automatically access and distribute this 
information. 

A framework aiming at holistic project support also 
needs components for automating as many tasks as possible. 
Therefor the automation module integrates the Jboss Drools 
[29] rules engine to execute simple automatisms, e.g., for 
converting reports. To support situations, in which goal 
conflicts arise, the framework also integrates the FIPA-
compliant [30] multi-agent system (MAS) Jade [31]. Thus, it 
becomes possible to assign different goals to different 
autonomous agents that will pursue the respective goal.  
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To be able to support a software project holistically, its 
process and the various concrete workflows of the involved 
persons must also be managed in some way. To achieve this, 
the framework integrates the AristaFlow BPM suite [18][32] 
as process management module. That way, workflows can be 
composed out of existing services and human activities. The 
AristaFlow BPM suite guarantees correctness during 
modelling as well as enactment of the workflows. 
Furthermore, it has a feature crucial for process support in 
such a dynamic domain: Workflows can be adapted even 
when they are already running. Thus, their enactment is not 
tied to a pre-defined schema but can be tailored to the needs 
of the respective situation. 

With this framework, we have implemented various use 
cases in order to achieve effective support of the involved 
persons. We will now provide details on one example of 
these being automatic provision of software quality 
measures. In that case, the framework automatically 
analyzed various reports regarding the quality of the source 
code and automatically selected matching software quality 
measures for existing problems. These measures were then 
automatically integrated into the developers’ workflows in 
the best-matching situations. This was achieved by executing 
the following steps:  

- Problem detection: To provide effective support, the 
awareness of existing problems is crucial. 
Therefore, the framework processes reports of 
external tools like PMD [33] for static source code 
analysis or Cobertura [34] for code coverage. Via 
rules processing the reports are transformed to a 
unified format and if defined thresholds for the 
contained metrics are exceeded, these are 
considered as problems and software quality 
measures are automatically assigned to them in the 
report. These are not the only problems that may 
exist but via the connections to various external 
tools using connectors and sensors the framework is 
aware of the execution of various tasks in the 
projects like testing or profiling and can detect their 
absence. The latter is also included in the problem 
report. 

- Quality opportunity detection: To be able to 
distribute software quality measures automatically 
to concrete persons, the framework must be aware 
of their situation to not overburden them and 
provide quality measures matching their situation 
(e.g., the artifacts they are working on currently). 
This is enabled through the integration of the 
development process into the framework. Thus, the 
framework is aware of the planned activities and 
their timely planning as well as assignment to 
concrete persons. If a person finishes an activity 
early, the remaining time can be filled with a quality 
measure. As one cannot rely on people finishing 
their activities earlier as planned, there is also a 
quality overhead factor that allows for defining a 
certain percentage of the project to be reserved for 
quality activities. 

- Measure tailoring: When the framework recognizes 
an opportunity for a quality activity, it triggers a 
measure proposal procedure. As a first step, the 
problems and assigned measures are strategically 
prioritized in line with the projects quality goals. 
This is achieved by an automated implementation of 
the Goal Question Metric (GQM) technique [35] 
realized with autonomous agents as illuistrated in 
Figure 5. Each agent pursues one quality goal like 
maintainability or reliability. Using the GQM 
structure, the agents can relate the metrics with 
violated thresholds to their respective goal. This is 
achieved by extending the standard GQM structure: 
Besides the goals, questions, and metrics the 
extended structure also incorporates measures and 
the agents. In addition, different levels of KPIs are 
integrated: The KPI aggregates the values of one or 
multiple metrics. The QKPI, which is assigned to a 
GQM question, aggregates the values of multiple 
KPIs. Finally, the GKPI that belongs to a certain 
goal aggregates multiple QKPIs. Utilizing these 
KPIs, each agent can calculate a concrete value 
representing the state of the goal it pursues. That 
way, the agents can autonomously prioritize 
concrete software quality measures. Each agent has 
a number of points he can distribute on the 
measures. For proactive measures, the agents use a 
competitive bidding process, in which each agent 
tries to bring measures relating to his goal to 
execution. For reactive measures, the agents utilize 
a cooperative voting process where the cumulated 
value of points spent by all agents on a measure is 
used for ranking the measures. After that, measures 
matching the respective person’s situation must be 
selected to aid affective application of the measures. 
To find matching points in the various workflows a 
person processes, the latter are semantically 
annotated with extension points. These are points 
where a workflow can be extended by inserting new 
activities into it. Thus, specific properties of the 
persons, the measures, and the extension points can 
be matched to finally select the right measure for the 
right extension point of the right person. 

- Measure application: At the end of the quality 
measure distribution the integration in the 
operational workflows of the respective persons 
must be done. This is achieved by the capabilities of 
the AristaFlow BPM suite: Workflow instances can 
be adapted during runtime even if their processing 
has already started. The process management 
module utilizes these capabilities to automatically 
and seamlessly integrate the measures into the 
selected workflows at the chosen extension points. 

- Quality trend analysis: The final step of the 
procedure is the continuous analysis of the products’ 
quality to assess the effectiveness of the applied 
quality measures. This is achieved by continuously 
analyzing reports from external tools. Thus, it can 
be determined if previously detected quality 
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problems disappear. Moreover, via the GQM 
structure the development of the quality goals can 
also be monitored. 

 

Agent Goal Measure

Question QKPI

KPI Metric

GKPI

1 1 1 *

*

*

* *

1

*

*11

*

*

*

 
Figure 5.  GQM Structure for Autonomous Agents. 

Another use case was activity coordination: with the 
project ontology we determined relations of different 
artifacts and could automatically issue follow-up activities 
for example to adapt a software specification if the interface 
of a components’ source code was changed and vice versa.  

The integration of a semantic wiki enabled the following: 
Knowledge was recorded and annotated by humans and thus, 
the framework could automatically inject this knowledge 
into the process to support other humans in similar activities. 
In this project, we applied the framework in two SMEs and 
successfully evaluated its suitability. In fact, two teams used 
the framework in a certain project and reported on its 
usability. Thus, we gained insights in the advantages the 
framework could enable in real usage. The main advantage 
was the support of better software quality. With features like 
automated software quality measure distribution or activity 
coordination many aspects that would have been forgotten 
by humans could be automatically supported which can lead 
to better quality source code and less bugs. 

The second scenario involves a business use case in 
which different companies in a supply chain have to 
exchange sustainability information regarding their 
production [13]. The producer of the end product has to 
comply with many laws and regulations and must collect 
information from the whole supply chain resulting in 
thousands of recursive requests. On the operational level, this 
process is very complex as it is difficult to determine, which 
information is important for sustainability, which one must 
be externally evaluated to comply, and which information 
should not be shared as it reveals internals about the 
production process. To implement such data exchange 
processes automatically, we applied a more tailored-down 
version of our framework [36] as illustrated in Figure 6.  

In this case, the focus was different than the one 
described in the software engineering domain: The target 
was not holistic support of entire projects with various use 
cases but the support of one complex use case. The crucial 
components were the generic connection to various external 
tools in the supply chain to obtain the contextual properties 
influencing the data collection process and the automatic 
generation of the latter by analyzing the properties. 

Therefore, a more tailored-down implementation of our 
framework idea was suitable.  

The connection to the frameworks environment was 
realized by a set of connectors and adapters. Thus, it was 
possible to gather information from various external tools 
and provide the frameworks functionality to others. The 
latter was enabled by exposing a Java Service Provider 
Interface (SPI). Data collection was realized by web service 
adapters to use data sources that provided web services. In 
addition to this, specific connectors were created for the most 
prevalent in-house solutions in this domain. With the 
different connectors the utilization of information from 
prevalent tools of this domain, like BOMcheck [37] or IMDS 
[38], was possible. Knowledge management was also 
realized in a less automated fashion for this use case with a 
wiki and a bulletin board to support users in storing and 
retrieving information regarding the sustainable supply chain 
communication. 
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Figure 6.  Framework Implementation for Supply Chain Data Collection. 

The core of the framework was made up by the data 
storage, automation, and data analytics modules. Many 
different data sets had to be integrated as, e.g., master data, 
customer data, sustainability data and contents like reports. 
Furthermore, the ability to scale and provide high 
performance was crucial. Therefore, we opted for a 
combination of MySQL, Modeshape [39], and Infinispan 
[40]. The structured data with high focus on consistency was 
stored in MySQL while all relevant contents like documents 
and reports were stored in a content repository realized by 
Modeshape. For a performance increase we used the latter 
together with Infinispan, which acted as distributed cache. In 
the automation component, we implemented various data 
transformations to transfer the data obtained from external 
sources in a format our framework can process. Besides that, 
basic event processing was also integrated to automatically 
react to events in the changing environment. One example 
for this is the triggering of activities in case a certification of 
a customer was no longer valid, e.g., in case of changes to 
regulations.  
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For the data analysis module, we implemented reasoning 
algorithms that examine the obtained data from OEMs, 
regulations, the concrete requests, and suppliers. From this 
data, concrete context properties were extracted. By 
analyzing these properties and using the results to adapt 
processes, we were able to automatically create customized 
data exchange processes suiting different situations. For 
process management we opted for the AristaFlow BPM suite 
due to its capabilities for dynamic and correct process 
adaptation. In particular, we extended the process 
specifications with various properties to be matched with the 
context properties. To be able to build customized data 
exchange processes, we defined process fragments that were 
automatically composed to processes by our reasoning 
algorithms. Thus, it was not only possible to tailor these 
processes exactly to the respective situations but also to 
dynamically adapt long-running processes to changing 
situations. In this project, the framework was evaluated by a 
consortium of 15 companies and was later transferred to one 
of them to build a commercial tool from it. 

These slightly different scenarios demonstrate the 
advantages of our approach: Its modules can be implemented 
matching the use case. The framework facilitates the 
communication between the modules and enables not only 
data analyses but also automated actions resulting from these 
supporting process and knowledge management. 

VII. RELATED WORK 

To the best of our knowledge, there exists no directly 
comparable approach enabling holistic integration of various 
data analysis capabilities to support and operationally 
implement processes in knowledge-intensive domains. 
However, in different domains, there exist approaches to 
support projects and processes. One example are scientific 
workflow management systems [6][12]. Such systems 
support projects in the processing of large amounts of data. 
Their focus is the organization and parallelization of data-
intensive tasks. Hence, they support the different steps taken 
to analyze data sets but are not able to support whole 
projects. 

In the software engineering (SE) domain, there have also 
been numerous efforts to support projects and their 
processes. Early approaches include the Process-centered 
Software Engineering Environments (PCSEEs) [41][42]. 
These environments supported different SE activities and 
made process enactment possible. However, their handling 
was complex and configurability was cumbersome what 
made them obsolete. More recent approaches also exist but 
these frameworks focused on a specific areas of the projects. 
Examples are artifact-based support [43] and model-driven 
approaches [44]. Hence, these frameworks could not provide 
holistic support for entire projects. 

Another area comparable to the current approach for 
supporting knowledge-intensive processes are tools and 
frameworks enabling the technical enactment of flexible 
processes like Provop [45], WASA2 [46], Worklets [47], 
DECLARE [48], Agentwork [49], Alaska [50], Pockets of 
Flexibility (PoF) [51], and ProCycle [52]. Provop provides 
an approach for modeling and configuration of process 

variants. WASA2 constitutes an example of adaptive process 
management systems. It enables dynamic process changes at 
the process type as well as the process instance level. 
Worklets feature the capability of binding sub-process 
fragments or services to activities at run-time, thus not 
enforcing concrete binding at design time. DECLARE, in 
turn, provides a constraint-based model that enables any 
sequencing of activities at run-time as long as no constraint 
is violated. Similarly, Alaska allows users to execute and 
complete declarative workflows. Pockets of Flexibility is a 
combination of predefined process models and constraint-
based declarative modeling. Agentwork features automatic 
process adaptations utilizing predefined but flexible process 
models. Finally, ProCycle provides integrated and seamless 
process life cycle support enabling different kinds of 
flexibility support along the various lifecycle stages. As a 
matter of fact, all of these approaches enable the flexible 
technical enactment of processes which constitutes a crucial 
feature when trying to support knowledge-intensive 
processes. However, to achieve higher-level support, process 
changes must be applied automatically on account of current 
data. This requires components for automatic data analysis 
and automatic process changes which none of the mentioned 
approaches provide. Only Agentwork provides rudimentary 
capabilities for automation but lacks the general applicability 
of our approach. 

The business domain also features complex knowledge-
intensive processes. However, this domain is dominated by 
tools focusing on the processed data like ERP systems or 
specialized tools. One concrete example regarding the 
aforementioned sustainability data use case is BOMcheck 
[37], a tool that helps companies handling sustainability data. 
In particular, this tool contains current sustainability 
information on various materials but is not capable of 
supporting the process of data handling and exchange. 

VIII. CONCLUSION AND FUTURE WORK 

In this paper, we presented a broadly applicable approach 
to support process implementation in knowledge-intensive 
domains. Based on our experience from prior research 
projects we suggested an extensible set of modules whose 
collaboration enables holistic support for projects. 
Furthermore, we proposed technologies, frameworks and 
paradigms to realize these modules with specific properties.  

We have shown problems occurring in projects in 
different knowledge-intensive domains and provided an 
illustrative example from the software engineering domain. 
Such problems are mostly related to operational dynamics, 
complex data sets, and tacit knowledge. Our framework 
enables automatic processing of various data sets relating to 
the activities in such projects to not only support these 
activities but also their combination to a knowledge-
intensive process. Thus, humans can be supported in 
transforming data to information and information to 
knowledge.  

Finally, as evaluation, we have shown two concrete 
domains were we have successfully implemented concrete 
frameworks based on our idea of the abstract framework. In 
the software engineering domain we have shown how to 
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achieve holistic support and guidance for the involved 
persons encompassing entire projects. Therefore, we have 
implemented support for various complex use cases like 
automatic software quality management support, automated 
coordination, and knowledge management. The second 
scenario we presented relates to sustainable supply chain 
communication. We have shown how to implement a 
tailored-down version of the framework to support one 
complex use case spanning the whole supply chain: The 
recursive request of sustainability data from suppliers. To 
achieve this, we have analyzed various different data sets in 
order to customly and dynamically create data collection 
processes matching the properties of the respective situation. 

As future work, we plan to extend the set of modules of 
our framework and to extend the technology options to 
realize these modules. We also want to specify concrete 
interfaces of the modules to enable standardized application 
and easy integration of new technologies. Finally, we plan to 
specify types of use cases and their mapping to concrete 
manifestations of our framework. 
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