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Abstract—Information retrieval is a rapidly evolving field.
However it still faces significant limitations in the scientific
and industrial vast amounts of information, such as semantic
divergence and vocabulary gaps in sparse retrieval, low precision
and lack of interpretability in semantic search, or hallucination
and outdated information in generative models. In this paper,
we introduce a two-block approach to tackle these hurdles for
long documents. The first block enhances language understanding
in sparse retrieval by query expansion to retrieve relevant
documents. The second block deepens the result by providing
comprehensive and informative answers to the complex question
using only the information spread in the long document, enabling
bidirectional engagement. At various stages of the pipeline, inter-
mediate results are presented to users to facilitate understanding
of the system’s reasoning. We believe this bidirectional approach
brings significant advancements in terms of transparency, log-
ical thinking, and comprehensive understanding in the field of
scientific information retrieval.

Keywords—Information Retrieval; Question Answering; Fact
Checking.

I. INTRODUCTION

In recent years, advancements in Natural Language Pro-
cessing have significantly reshaped the information retrieval
landscape with the introduction of semantic vector search and
large language models. The integration of dense retrieval into
vector databases, which leverages low-dimensional contextual
information, goes beyond sparse methods by tapping into
nuanced semantic relationships, enriching the understanding
of textual data.

While Best Match 25 (BM25) has limitations in addressing
semantic divergence and vocabulary gaps, hindering its ability
to capture the nuances of language effectively, it continues to
dominate industry usage [1]. This prevalence can be ascribed
to its simplicity and efficiency, coupled with the challenges
posed by the lack of generalization, interpretability issues,
and the black-box nature of Transformer-based dense methods.
Despite the industry’s ongoing reliance on BM25, dense
retrieval methods have yet to reach maturity for widespread
adoption, making BM25 the go-to method for its efficiency in
industrial applications.

Moreover, the computational demands of Large Language
Models (LLMs) in Retrieval Augmented Generation (Section
II-B) pose scalability concerns, making their seamless inte-
gration into real-world applications challenging. Additionally,
these models inability to provide explanations for their answers
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and occasional tendency to hallucinate information [2] [3]
create significant challenges, particularly in domains where
accountability and reliability are paramount. In addition, the
cost of computing embeddings and the storage in a dedicated
database required to save the embeddings of documents in
a knowledge management context makes it difficult to adopt
these methods and industrialize them in real-world applica-
tions [4] [5].

To address these limitations, our approach aims to go
beyond technological innovation. We aim to address the funda-
mental issues of transparency and logical reasoning in answer
generation and retrieval. By providing a clearer understanding
of how the system arrives at its responses, we empower
users with the ability to fact-check and exert control over the
reasoning process. Aiming for this goal, our approach seeks to
bridge the existing gaps and help in transparency and logical
reasoning in scientific information retrieval. The construction
of the solution must diminish slow and heavy processes with
relatively small improvements to simpler or lighter versions
to obtain a better trade-off between performance and cost. We
are addressing in this work the context of open-domain query
with scientific and technical documents, which are generally
long and contain dense information.

This paper is organized as follows. Section II provides an
overview of the background works in scientific information re-
trieval and retrieval augmented generation. Section III presents
our approach, which consists of two blocks: document retrieval
and answer generation. Section IV discusses the evaluations
of our approach. Section V presents the discussion of our
approach, concludes the paper and outlines future work.

II. BACKGROUND WORKS

A. Scientific Information Retrieval

Science based fact checking and question answering is a
complex task due to the complexity of scientific language [6]
in comparison to general language. It is essential for com-
bating the spread of misinformation and assisting researchers
in knowledge discovery. Various methods have been pro-
posed, including scientific claim generation, boolean question
answering, and semi-automatic discovery of relevant expert
opinions [6] [7] [8]. In [9], authors proposed an extractive-
boolean system with justification and contradiction resolution
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in yes/no/neutral questions related to biomedical studies. How-
ever, the deployment and industrialization of these methods are
not done since they do not integrate with any real usage [10].
These systems do not bring improvements in the selection
of relevant documents, do not update their knowledge and
are difficult to interact with. The introduction of chatbot-like
systems with large language models in the industry has made
it possible to interact with the system and to have a better
understanding of the system’s reasoning.

B. Retrieval Augmented Generation (RAG)

The usage of LLMs in fact checking has become increas-
ingly important for accurate and credible information retrieval
in complex knowledge-intensive tasks [11] [12], but it still
faces challenges such as generating fictitious responses and
hallucinations.

To overcome these challenges, researchers have proposed
various approaches including the incorporation of Informa-
tion Retrieval (IR) systems to provide external knowledge
to LLMs. These approaches aim to improve the accuracy,
credibility, and traceability of LLMs by verifying answers,
correcting inaccuracies, and providing missing knowledge
[13] [14]. Additionally, domain-specific adaptations of LLMs
have been explored to optimize performance in specialized
domains [15]. Furthermore, studies have examined the impact
of retrieval augmentation on long-form question answering,
including analysis of answer attribution and errors [16]. An-
other perspective suggests replacing document retrievers with
LLM generators for knowledge-intensive tasks, resulting in
improved recall of acceptable answers [17].

1) Dense Retrieval: To resolve the limitations of LLMs
in knowledge update, vector databases have been proposed
as a solution to the scalability and interpretability issues.
These databases store dense representations of documents,
enabling efficient retrieval of relevant documents [12] [18]
[19]. The classic architecture of a RAG includes an ingestion
module that divides each document into several chunks, with
the document being stored in the form of embeddings of its
chunks. A search module retrieves the embeddings of the most
relevant chunks for a given question. A generation module
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Figure 1. Retrieval Augmented Generation Architecture
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takes the embeddings of the chunks as input and generates a
response to the question (Figure 1).

Aside from the computational costs of embeddings and
inferences, which can be optimized through caching [20], the
storage of document embeddings in a dedicated database has
a significant cost. In a knowledge management context with
long documents and content-aware chunking, the storage space
required for a document can be approximated by the following
formula, without taking compression into account:

Storage (bytes) = Chunks x Embedding Size + Tokens

The latest top 10 most performant embedding models in
massive text embedding benchmark [21] have a maximum
embedding size of 4096 dimensions and a minimum of 768
dimensions. The number of chunks in content-aware chunking
is averaged at 4 to 12 sections per article. Which gives, for a
small index of 10 million documents, a range of 0.1 to 0.6 TB
of storage in a dense database. The same database in sparse
representation will cost only 32 GB.

In addition to their high cost, dense databases are less
deployed in the industry due to their relatively low advantage
compared to sparse databases. On top of this low efficiency,
this immaturity is explained by the difficulty of adopting dense
methods due to their lack of generalization, their low token-
level performance, and especially the difficulty of interpreting
the results [22] [23] for end users.

2) Knowledge Graphs: In the field of knowledge-intensive
language tasks, innovative approaches have been developed to
leverage external knowledge and enhance the capabilities of
LLMs with knowledge graphs [24]. One such approach is the
Knowledge Graph Induction framework [25], which combines
outputs from different models trained on tasks like slot filling,
open domain question answering, dialogue, and fact-checking.
This approach improves accuracy by cross-examining the
outputs of various models, particularly enhancing dialogue
using a question answering model. Another approach called
Knowledge-Augmented language model Prompting (KAP-
ING) [26] focuses on zero-shot knowledge graph question
answering. This approach augments LLMs by retrieving rel-
evant facts from a knowledge graph and incorporating them
into the prompt without requiring additional model training.
This method outperforms relevant zero-shot baselines by up
to 48% in average across multiple LLMs of varying sizes.
These approaches allow to increase the precision of the
answers with easily verifiable knowledge and to make them
more understandable for users.

III. OUR APPROACH

We aim to build an approach that can be industrialized,
by eliminating the least efficient processes, allowing several
pipeline stages to provide intermediate results to facilitate un-
derstanding of the system’s reasoning, and enabling two-way
interaction with the end user. The approach must follow the
evolution of the user’s funnel-like journey from information
search to answer comprehension. The field of application is
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the retrieval of scientific and technical information, usually
contained in long, dense documents.

We propose a two-block system. The first block focuses on
retrieving relevant documents, while the second block iterates
over each document to deepen the answer.

A. Document Retrieval
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Figure 2. Sparse Retrieval with Ontology-Oriented Query Expansion. Yellow:
User access points.

To retrieve relevant documents from a large collection
based on a query, we apply an ontology-oriented sparse query
expansion (Figure 2). We use the most efficient approach by
supercharching BM25. To address the limitations of semantic
divergence and vocabulary gaps, this approach leverages the
semantic relationships between words and concepts to enrich
the query with synonyms, hypernyms, and hyponyms.

The system extracts entities and performs expansion from
the ontology. We use SciBERT [27] as a model. Each entity
constitutes a MUST clause with its expansions as variations.
Verbs are augmented with their Wordnet synonyms and will
constitute SHOULD clauses. The database indexes the title,
abstract, and sections of the article in different fields. The

results are ranked by relevance and presented to the user.
Depending on the scope of knowledge management, the speci-
ficity of the ontology can be of different levels. We used
Wikidata [28] as a generalist ontology, and some domain-
specific ontologies like MeSH [29] [30] or internal ontology.

B. Answer Generation

Once a relevant document has been identified by the user,
they can query the long document more precisely to obtain
an answer to their question. To achieve this, we implement a
hybrid search system by creating an in-memory index of all
the chunks of the document. The system includes a retrieval
block consisting of sparse retrieval with a BM25 model and a
dense retrieval in multihop [31] with 3 iterations using multi-
lingual semantic textual similarity sentence transformers [32].
The main output orders these results using a cross-encoder
[33] and applies an extractive QA head to return the passages
in the sections that answer the question.

Alternative outputs allow for a generative response. The
first uses the iterations of the multihop embedding retrieval
to generate a sequence of logical reasoning from the selected
chunks. The second is placed at the output of the hybrid
retrieval by scoring the sparse and dense results with a
reciprocal rank fusion. Before feeding the generation model
with this long context, a reranking in “lost in the middle”
[34] is performed to place the most relevant parts of the
context at the beginning and end, using the primacy and
recency biases of generative models. The two outputs are under
construction and their comparative evaluation between each
other and with the primary output should validate the best
approach for generating responses for end users according to
different contexts of use and document nature.

In both cases, the generation model is used for its editorial
and information synthesis functions from external sources of
knowledge. As the model’s internal knowledge should not be
mobilized, the specialized language model is simpler, more
efficient [35] [36], and less prone to hallucination [37].

At various stages of the system, intermediate results are
presented to the user to facilitate understanding of the system’s
reasoning. These access points are checkpoints for the user,
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who can thus verify the consistency of the results. Those
access points are presented in yellow in Figures 2 and 3. They
are the entry points for the user to interact with the system
and to check the relevance of the sources and the reasoning
of the system.

IV. EVALUATIONS

The two blocks of our approach are systems that can
be evaluated independently. To evaluate the usability of the
whole, it is necessary to carry out user tests [10], especially
to evaluate the understanding of the response, the transparency
of the system, and the ease of use. However, at the early
stage of our work, we conducted quantitative performance
evaluations of document retrieval. There is no benchmark
sufficiently provided in long document retrieval on scien-
tific data, however the Multilingual Long-Document Retrieval
dataset built on Wikipedia and the associated work on M3-
Embedding [38] (Multi-Lingual, Multi-Functionality, Multi-
Granularity Text Embeddings) are references to evaluate the
performance of our document retrieval system. The dataset
consists of text pairs of questions generated by GPT-3.5 (Gen-
erative Pre-trained Transformer) based on paragraphs sampled
from lengthy articles in 13 languages, and the corresponding
articles as the retrieval candidates. We focused on the English
language.

We evaluated 3 versions of our system on an Elasticsearch
base. The first is the optimized use of the clauses of the
base with different types of sub-fields of text, analyzers, and
representations in n-grams. The clauses are boosted according
to their degree of precision. As there is only one main textual
field, the multi-match clauses are evaluated in most_fields.
The second is the use of query expansion with an external
knowledge graph. We used the Wikidata Ontology [28] to
extend the entities detected in the query. These must respond in
MUST clauses and boosted. The third is the same version with
more flexible clauses on the recognized entities. We report the
normalized Discounted Cumulative Gain (nDCG) among the
top 10 results.

While the first version gives 1,000 results for each query like
the evaluation dataset, it turns out that the two versions with
expansion give fewer search results. The absence of results
is significant in the version with the expansion of entities
executed in MUST clauses, with 18% of queries without rele-
vant documents. This is due to the strong precision constraint
on the entities and results in a lower nDCG score than the
version without expansion. By relaxing this constraint, with the
SHOULD attribution clauses version, we improve the recall on
the returned documents. This version, less complex and heavy
than the hybrid version of M3-Embedding, gives performances
that are roughly equivalent. In general, our approach, simpler
and lighter, gives better performance than dense approaches
based on more complex LLMs. As with the second block,
its results will need to be refined as the complete system is
developed, with additional measures needed to capture the
quality of the response, usability, and performance of the
complete system in scientific and technical domains.
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TABLE I
NDCG @ 10 OF THE DIFFERENT VERSIONS OF OUR SYSTEM AND REPORT OF
THE LAST BENCHMARK ON THE MULTILINGUAL LONG-DOCUMENT
RETRIEVAL DATASET.

Model Max Length nDCG@10
BM25 8192 57.0
mDPR 512 239
mContriveer 512 28.7
mES5-large 512 33.0
E5-mistral-7b 8192 433
openai-ada-002 8191 38.7
jina-embeddings-v2-base-en 8192 37.0
M3-Embedding

Dense 8192 48.9
Sparse 8192 62.1
Dense+Sparse 8192 64.2
Ours

Optimized most_fields - 62.4
Must entity Wiki expansion - 59.6
Should entity Wiki expansion - 64.8

V. DISCUSSION

Our approach is designed to address the limitations of
existing systems in scientific information retrieval on long
documents. It aims to provide a transparent and logical rea-
soning process, enabling users to fact-check and understand
the system’s reasoning. The system is designed to be industri-
alized, with a focus on eliminating the least efficient processes
and being cost-aware. These early stage results are presented
to highlight the principle of efficiency of accessible models
in opposition to increasingly complex models, much more
black-boxes. The results of the document retrieval evaluation
show that our approach, simpler and lighter, gives better
performance than dense approaches based on heavier LLMs.
This is a promising result for the industrialization of our
approach. However, the evaluation of the complete system
will require additional measures to capture the quality of the
response, usability, and performance in scientific and technical
domains.

In a knowledge management context on a specific domain,
our retrieval system performs well. However, we observe
the limitations of our current system due to the absence of
a more general knowledge graph. In these specific cases,
the use of the hybrid system proposed by M3-Embedding
gives better results, despite these results being frozen by the
model’s weights. The development of top-level ontologies
that allow the interoperability of more specific graphs, such
as the WikiProject Ontology, is a method to have a system
that improves with the advancement of knowledge. This is a
development path for our system to have better knowledge
coverage, in addition to regularly updated article databases.

Finally, as the goal of our system is to make exchanges
between the pipeline and the user, we plan to include user
tests in its development to evaluate the transparency of the
system, ease of use, and understanding of the responses. These
tests will validate the quality of our system and improve
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it. The ultimate goal is to propose a system that is easily
industrializable and can be shaped according to deployment
contexts. We conduct continuous tests on the system we are
building during our research.

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented a two-block approach for
scientific information retrieval on long documents. Our ap-
proach combines sparse retrieval with ontology-oriented query
expansion and hybrid retrieval with iterative deepening to
provide comprehensive and informative answers to complex
questions. We also designed our system to be transparent
and logical, enabling oriented users evaluation with the sys-
tem and understand its reasoning process. We evaluated our
document retrieval block on the MLDR dataset and showed
that our approach outperforms dense retrieval methods based
on LLMs. The answer generation block is under evaluation.
We plan to conduct user tests to evaluate the usability and
quality of our complete system in scientific and technical
domains. We also aim to improve our knowledge coverage by
integrating top-level ontologies that allow the interoperability
of more specific graphs. Moreover, we intend to explore the
use of knowledge graphs and generative models to enhance
the answer generation block and provide more credible and
traceable responses. Finally, we hope to develop a system that
is easily industrializable and adaptable to different deployment
contexts.
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