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Abstract—In this paper, we present the current progress of the
project Verif.ai, an open-source scientific generative question-
answering system with referenced and verified answers. The
components of the system are (1) an information retrieval system
combining semantic and lexical search techniques over scientific
papers (PubMed), (2) a fine-tuned generative model (Mistral 7B)
taking top answers and generating answers with references to the
papers from which the claim was derived, and (3) a verification
engine that cross-checks the generated claim and the abstract or
paper from which the claim was derived, verifying whether there
may have been any hallucinations in generating the claim. We
are reinforcing the generative model by providing the abstract
in context, but in addition, an independent set of methods and
models are verifying the answer and checking for hallucinations.
Therefore, we believe that by using our method, we can make
scientists more productive, while building trust in the use of
generative language models in scientific environments, where
hallucinations and misinformation cannot be tolerated.

Keywords—question-answering; automatic referencing; genera-
tive search; large language models; natural language inference.

I. INTRODUCTION

In recent years, the advent of large language models has
revolutionized various domains, offering unprecedented ca-
pabilities in natural language understanding, generation, and
interaction [1]–[6]. Particularly within the scientific commu-
nity, these models hold tremendous potential for accelerating
research processes, automating information retrieval [7], and
enhancing the generation of complex scientific content. How-
ever, as these models become integral to scientific workflows,
a critical challenge emerges – the issue of hallucinations, or
the inadvertent generation of false or misleading information
[8]–[10].

In scientific domains where accuracy and reliability are
paramount, the occurrence of hallucinations poses a significant
impediment to the widespread adoption of Large Language
Models (LLMs) [11]. The potential for misinformation in-
troduces an inherent trust deficit, hindering scientists from
fully embracing generative language models. It is imperative
to address this challenge comprehensively to ensure that the
benefits of these models are harnessed without compromising
the integrity of scientific knowledge.

In response to this pressing concern, we introduce the
Verif.ai project, an open-source initiative aimed at mitigating
the risk of hallucinations in scientific generative question-
answering systems. Our approach relies on information re-
trieval, leveraging both semantic and lexical techniques over
a vast repository of scientific papers such as PubMed [12],
complemented with Retrieval-Augmented Generation (RAG)
using a fine-tuned generative model, Mistral 7B, for answer
generation with traceable references. Notably, the system goes
beyond mere answer generation by incorporating a verification
engine that cross-checks the generated claims against the
abstracts or papers from which they are derived. We believe
that the system, which makes the best effort to indicate
possible hallucinations to the user, coupled with hallucination
reduction techniques, its open-source nature, and community
support, will instill trust in the scientific community in the use
of LLM-based scientific systems.

The rest of the paper is structured as follows. In Section
2, we present the methodology overview. In Section 3, we
present the preliminary results of our evaluations. We conclude
in Section 4 and provide the information about the availability
of code and the models in Section 5.
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II. METHODOLOGY

Our methodology employs a toolbox to discover relevant
information and provide context to the question-answering
system. Currently, the primary component of this toolbox
is the information retrieval engine (PubMed). The question-
answering system utilizes a fine-tuned LLM to generate an-
swers based on the information from the toolbox. A fact-
checking or verification engine examines the generated answer
within the toolbox, identifying any potential hallucinations
in the system. The final component of the system is a user
interface, enabling users to ask a question, review answers
and offer a feedback functionality, so they can contribute to
the improvement of the Verif.ai project. The overview of
the methodology is depicted in Figure 1. In the following
subsections, we provide details of the methods envisioned for
each of the components.

Fig. 1. Methodology overview of the Verif.ai project

A. Toolbox and Information Retrieval

The major component that has been implemented so far
in our toolbox is the information retrieval engine. Our in-
formation retrieval engine is based on OpenSearch [13], an
open-source engine that was forked from Elasticsearch and is
under the Apache 2 license. We have indexed PubMed articles
using lexical indexing provided by OpenSearch. Additionally,
we have created an index storing embeddings of documents
using the MSMARCO model for semantic search. This model
was selected because it can handle asymmetric searches (e.g.,
different lengths of queries compared to the searched texts)
[14]. Embeddings were stored in the OpenSearch field, al-
lowing for the combination of lexical and semantic search.
This approach emphasizes direct matches while also finding
semantically similar phrases and parts of the text where the
text does not match. The user question is first transformed into
a query, and the most relevant documents are retrieved before
being passed to the LLM that generates the answer.

B. Question-answering with references

For generating the answers, we have used Mistral 7B param-
eter model with instruction fine-tuning [15]. This model was
further fine-tuned using questions from PubMedQA dataset
[16] and generated answers using GPT3.5 with the most

relevant documents from PubMed passed as context. The
following prompt was used to generate answers:

Please carefully read the question and use the provided
research papers to support your answers. When making
a statement, indicate the corresponding abstract number
in square brackets (e.g., [1][2]). Note that some abstracts
may appear to be strictly related to the instructions,
while others may not be relevant at all.

We have selected 10,000 random PubMedQA questions to
generate this dataset. The dataset was then used to fine-tune
the Mistral 7B model using the QLoRA methodology [17].
The training was performed using a rescaled loss, a rank of
64, an alpha of 16, and a LoRA dropout of 0.1, resulting
in 27,262,976 trainable parameters. The input to the training
contained the question, retrieved documents (as many as can
fit into the context), and the answer. We made this preliminary
generated QLoRA adapter available on Hugging Face [18].

We then used the fine-tuned model for answer generation.
Using the exactly same input as in training did not produce
the expected results, and therefore, we added an instruction at
the beginning of the prompt:

[INST] Answer the question using the given abstracts.
Reference claims with the relevant abstract id in brackets
(e.g. (PUBMED:123456) at the end of the sentence).
Answer may contain references to many abstracts. Be
as factual as possible and always use references in
brackets. Use exclusively provided abstracts and their
ids. Make answer look similar to the following: Several
genes play role in breast cancer. For example BRAC1,
BRAC2 are well studied targets (PUBMED:554433).
The other targets involve IRAK4, CAS2 and HMPA
(PUBMED:665544).

The instruction was followed by the set of relevant doc-
uments obtained by querying OpenSearch and the question
asked by the user. To prompt Mistral-7B-Instruct-v0.1-pqa,
we use the mentioned template and default parameters with
only two differences: we set max new tokens to 1000 and
repetition penalty to 1.1.

C. Verifying claims from the generated answer

The aim of the verification engine is to parse sentences and
references from the answer generation engine and verify that
there are no hallucinations in the answer. Our assumption is
that each statement is supported by one or more references.
For verification, we compare the XLM-RoBERTa-large model
[19] and DeBERTa model [20], treating it as a natural language
inference problem. The selected model has a significantly
different architecture than the generation model and is fine-
tuned using the SciFact dataset [8]. The dataset is additionally
cleaned (e.g., claims were deduplicated, and instances with
multiple citations in no-evidence examples were split into
multiple samples, one for each reference). The input to the
model contains the CLS token (class token), the statement,
a separator token, and the joined referenced article title and
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abstract, followed by another separation token. The output of
the model falls into one of three classes:

• Supports - in case statement is supported by the content
of the article

• Contradicts - in case the statement contradicts the article
• No Evidence - in case there is no evidence in the article

for the given claim
The fine-tuned model serves as the primary method for flag-
ging contradictions or unsupported claims. However, addi-
tional methods for establishing user trust in the system will
be implemented, including presenting to the user the sentences
from the abstracts that are most similar to the claim.

D. User feedback integration

The envisioned user interface would present the answer to
the user’s query, referencing documents containing the answer
and flagging sentences that contain potential hallucinations.
However, users are asked to critically evaluate answers, and
they can provide feedback either by changing a class of
the natural language inference model or even by modifying
generated answers. These modifications are recorded and used
in future model fine-tuning, thereby improving the system.

III. PRELIMINARY EVALUATION

In this section, we present the results based on our pre-
liminary evaluation. At the time of writing of this article, the
project was in the 3rd month of implementation, and we are
working on improving our methodology and creating a web
application that integrates all the described components.

A. Information retrieval

We have qualitatively evaluated OpenSearch’s results on a
small set of indexed PubMed articles. We compared lexical
search, semantic search, and a hybrid combination of both
lexical and semantic search. We observed that lexical search
may perform better when the search terms can be exactly
matched in the documents, while semantic search works well
with paraphrased text or synonymous terms. Hybrid search
managed to find documents containing terms that could be
exactly matched, as well as ones that were paraphrased or
contained synonyms. While semantic search would also find
documents that contained an exact match of the terms, it often
happened that they were not prioritized. Hybrid search helped
in putting such documents at the top of the search results.
Based on several user discussions, we have concluded that
users expect the top results to be based on exact matches
and later to find relevant documents that do not contain the
searched terms.

B. Answer generation

As we previously mentioned, we have fine-tuned Mistral
7B for question answering on questions coming from Pub-
MedQA and answers generated using PubMed searches for
relevant abstracts and GPT-3.5 for actual answer generation.
The evaluation loss for the fine-tuning process can be seen in
Figure 2.

Fig. 2. Evaluation loss for fine-tuning of Mistral 7B model on PubMedQA
questions with generated and referenced answers

The fine-tuning of the Mistral 7B model improved the
model’s performance, making the generated answers compa-
rable to those of much larger GPT-3.5 and GPT-4 models for
the referenced question-answering task.

After manually comparing answers from GPT-3.5, GPT-4,
and Mistral-7B-Instruct-v0.1-pqa to a test set of 50 questions
and extracted abstracts, no model showed a clear advantage
over the others. The quality, referenced abstracts, and length of
the answers varied within each model and among the models.
In terms of referenced abstracts, most of the time all three
models referenced the same abstracts as relevant.

C. Verification and hallucination detection

The evaluation of the fine-tuned XLM-RoBERTa and De-
BERTa model on the SciFact dataset that can be used for hallu-
cination detection can be seen in Table I. The model used 10%
of the data for validation and 10% of the dataset for evaluation
(test set). All three sets have homogenous distribution of the
classes (36%:42%:22% for NO EVIDENCE, SUPPORT and
CONTRADICT classes respectively).

TABLE I
THE EVALUATION OF THE ENTAILMENT MODEL FINE-TUNED FROM

XLM-ROBERTA-LARGE AND DEBERTA-LARGE MODEL USING SCIFACT
DATASET

XLM-RoBERTa
Precision Recall F1-score

NO EVIDENCE 0.91 0.96 0.95
SUPPORT 0.91 0.75 0.82
CONTRADICT 0.59 0.81 0.68
Weighted Avg 0.87 0.85 0.85

DeBERTa
NO EVIDENCE 0.88 0.86 0.87
SUPPORT 0.87 0.92 0.90
CONTRADICT 0.88 0.81 0.85
Weighted Avg 0.88 0.88 0.88

As can be seen from the table, the models exhibited state-of-
the-art performance, surpassing the reported scores in [8] for
the label prediction task, and DeBERTa-large model showed
superior performance compared to the RoBERTa-large. We
use fine-tuned DeBERTa-large model for verification and
hallucination detection. We also evaluated the SciFact label
prediction task using the GPT-4 model, resulting in a precision
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of 0.81, recall of 0.80, and an F-1 score of 0.79. Therefore, our
models outperformed GPT-4 model in zero-shot regime with
carefully designed prompt for label prediction for the claims
and abstracts in the SciFact dataset. It is important to note
that the SciFact dataset contains challenging claim/abstract
pairs, demanding a significant amount of reasoning for ac-
curate labeling. Thus, in a real-use case where answers are
generated by Mistral or another generative model, the task
becomes easier. We believe that this model provides a good
starting point for hallucination detection, as supported by our
qualitative analysis of several pairs of generated claims and
abstracts, which demonstrated good performance.

However, this model has some limitations. While it is
capable of reasoning around negations, detecting contradicting
claims, differing in just few words switching the context of
the claim compared to the text of the abstract, proves to be a
challenge. Additionally, we observe that neither model handle
well situations where numerical values in claims are slightly
different from the ones in the abstract.

IV. CONCLUSION

In this short paper, we present the current progress on
the Verif.ai project, an open-source generative search with
referenced and verifiable answers based on PubMed. We
describe our use of OpenSearch to create a hybrid search
based on both semantic and lexical search methods, an answer
generation method based on fine-tuning the Mistral 7B model,
and our first hallucination detection and answer verification
model based on fine-tuned DeBERTa-large model. However,
there are still a number of challenges to be addressed and work
to be done.

LLMs are rapidly developing, and performant, smaller
LLMs, with larger context size are becoming more available.
We aim to follow this development and use the best avail-
able open-source model for the task of referenced question-
answering. We also aim to release early and collect user
feedback. Based on this feedback, we aim to design an
active learning method and incorporate user feedback into
the iterative training process for both answer generation and
answer verification and hallucination detection.

The model for hallucination detection and answer verifi-
cation exhibits some limitations when it needs to deal with
numerical values or perform complex reasoning and inference
on abstracts. We believe that a single model may not be
sufficient to verify the abstract well, but it may be the case
that a solution based on a mixture of experts may be required
[21][22]. To build user trust, we aim to offer several answer
verification methods, some of which should be based on
explainable AI and be easy for users to understand. In the
future, this may include, for example, verification based on
sentence similarity scores.

Currently, the system is designed for use in the biomedical
domain and provides answers based on scientific articles
indexed in PubMed. However, we believe that the system can
be easily extended to other document formats and become a
base for a personal, organizational, or corporate generative

search engine with trustworthy answers. In the future, our
version may incorporate additional sources, contributing to the
trust and safety of the next generation internet.

V. AVAILABILITY

Code created so far in this project is available on GitHub
[23] under AGPLv3 license. Our fine-tuned qLoRA adapter
model for referenced question answering based on Mistral 7B
[15] is available on HuggingFace [18]. The verification models
are available on HuggingFace [24][25]. More information on
the project can be found on the project website: [26].
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