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Abstract—Transmission control protocol performance varies protocols, our results can be seen as a call for protocahguni

considerably, depending on network and path conditions. Irthis ~ The material is organized as follows. Related work disarssi
paper, we discuss path conditions that affect TCP performace, 5 hrovided on Section Il Section Ill introduces the TCP

from round trip delays to path capacity and buffering. We - . . . .
characterize throughput performance of popular TCP congeton variants addressed in this paper, their features and eiiftes.

avoidance mechanism as well as recently proposed TCP varitm Section IV addresses their performance evaluation. Settio

via open source based network experiments. We show that addresses directions we are pursuing as follow up to thig.wor
superior TCP performance may be achieved via careful seleicin

of congestion avoidance mechanism, as well as parameter tag. Il. RELATED WORK
Keywords—high speed networks; TCP congestion avoidance; . .
Packet retransmissions; Path capacity and buffering: R.esearch studies of TCP performance.on various network
environments abound. Many of these studies, have focused on
. INTRODUCTION mobile wireless networks [5], [9], [13], as loss based c@age

Transmission control protocol (TCP) is the dominant tran%—On avoidance has the issue of not being able to differtmtia

port protocol of the Internet, providing reliable data tenis- etween random packet loss and buffer overflow packet loss

sion for the large majority of applications. User exper'ﬂsnc[“']'. [5] studies throughput performance of TCP variants for

depends heavily on TCP performance. In the last decade, mé{ﬁn\zolust' Packzt Elrror ?%t.es E:_DCI:ESS) on ? mo?ne network \é'a
TCP variants have been proposed, mainly motivated by pg Mulations. [9] also studies varants performanceeun

formance reasons. As TCP performance depends on netwd jous PERs, but it also investiga_tes the impact of rou“'f‘g
characteristics, and the Internet keeps evolving, TCRautsi protocols on TCP performance. Wireless network scenarios

are likely to continue being proposed. Most of the propos tpép}cally involve a low speed bottleneck link capacity, wi

deal with congestion window size adjustment mechanism, t @'ti. thethS|z§ fcf)f the c;?ngestut))? window EO small values,
so called congestion avoidance phase of TCP. masking the bufier overtiow probiem on routers.

In prior works, we have introduced a delay based TCP On wired high speed networks, [8] has conducted a study of

indow fl trol hanism that th ity ah impact of buffer size, packet error rate, and netvv_orhyjel
window How control mechanism that uses path capacity a9n throughput performance of NewReno, BIC, Cubic, High-

storage estimation [6], [7]. The idea is to estimate bol- . .
tleneck capacity and path storage space, and regulate fi?ed, and Compound TCP variants under large bandwidth

congestion window size using a control theoretical apgroac ay product and high capacity bottlenecks, via simutestio

Two versions of this mechanism were proposed: one usiﬁ“ _hough ourtwolflfrg?)s S'Tlar'tﬁs W':]h t?elrs, we evaluate
a proportional controlling equation [6], and another usa'ngtu |f<fq_ue aspects o such as :OUgﬂ?u {ﬁcove_ry u|§§n cross
proportional plus derivative controller [7]. raffic via open source experiments rather than simulations

In this work, we study TCP performance of most popular
TCP variants - Reno [3], Cubic (Linux) [11], Compound
TCP (Windows) [12] - as well as our most recently proposed TCP protocols fall into two categories, delay and loss based
TCP variants: Capacity and Congestion Probing (CCP) [6}dvanced loss based TCP protocols use packet loss as primary
and Capacity Congestion Plus Derivative (CCPD) [7], undeongestion indication signal, performing window reguatas
various path conditions. Our contributions are as followe. cwnd, = f(cwndi—_1), being ack reception paced. Mogt
show that most used TCP variants of today perform diffeyentlunctions follow an Additive Increase Multiplicative Dexase
over various network scenarios. In addition, for our TCBtrategy, with various increase and decrease paramet€rs. T
variants, we tune their performance according to netwoNewReno and Cubic are examples of AIMD strategies. In
scenarios for superior performance. Our results show lleaét contrast, delay based TCP protocols use queue delay informa
is no single TCP variant that is able to best perform undéon as the congestion indication signal, increasing/elzsing
all network scenarios. For our protocols, we investigatst beahe window if the delay is small/large, respectively. CCRl an
protocol parameters to deliver superior performance. Bogro CCPD are examples of delay based protocols.

IIl. TRANSMISSION CONTROL PROTOCOL FRAMEWORK
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Most TCP variants follow a framework composed of few

phases: slow start, congestion avoidance, fast retranant 5
fast recovery. AckRec: cwndyr; = C(t— K)* +Wmax

o Slow Start(SS) : This is the initial phase of a TCP K = (Wmaa;ﬁ)l/B’ )
session, where no information about the session path C
is assumed. In this phase, for each acknowledgement
received, two more packets are allowed into the network. Wmaz = cwndy,
Hence, congestion windowwnd is roughly doubled at
each round trip time. Notice that thevnd size can only

PktLoss : cwndg41 = Pewndy

where C' is a scaling factorWmaz is the cwnd value at

) o ) . ime of packet loss detection, amds the elapsed time since
increase in this phase. In this paper, all TCP variants m last packet loss detectiomu(nd reduction). Although
use of the same slow start exc_:ept CUb'.C [11]. the equations look complicated, the rational is simple.i€ub

« Congestion Avoidance(CA) :This phase is entered when,, 0o o 7 value at time of packet loss detection
the TCP sender detects a p_acket loss, or thend Wmazx, when a sharpwnd reduction is enacted, tuned by
size reaches a target upper size caliethresh (slow parametepS. After that,cwnd is increased according to a cubic
sFart threshold). The sender unders‘gands thaicthed . function, whose speed of increase is dictated by two faciprs
size needs to_ be controllgd to avoid path CongeSt'OI%w long it has been since the previous packet loss detection
Eaph TCP variant has a different methodcafnd size the longer the faster ramp up; ii) how large thend size was
adjustment. . at time of packet loss detection, the smaller the faster ramp

* Fast_Retransm_lt and fast recovery(_FR) :T_he purpose up. The shape of Cubiaund dynamics is typically distinctive,
of this phase is to freeze adwnd size adjustments in clearly showing its cubic nature. Notice that upon randoss o

.order to_ take care of _retransmlssmns of lost packe.ts. Cubic strives to returmwnd to the value it had prior to loss
Figure 1 illustrates various phases of a TCP session. ddtection quickly, for smaltwnd sizes.

comprehensive tutorial of the evolution of TCP features can
be found in [2]. C. Compound TCP

" " " Compound TCP is the TCP of choice for most Windows
eSS _Peas POlE L machines. It implements a hybrid loss/delay based corayesti

8 avoidance scheme, by adding a delay congestion window
§ dwnd to the congestion window of NewReno [12]. Compound
2 — - —|_ssthresh TCP cwnd adjustment is as per Equation 3:
1
AckRec : d = dp + — (3
ckRec: cwndiiq cwndy + conde T dwnds 3)
1
LI I I : =
s R A oA \ PktLoss :  cwndgyq cundy, + conds
Fig. 1: TCP Congestion Window Dynamics where the delay component is computed as:
A. Reno TCP AckRec : dwndy,, = dwndy, + adwndr — 1,if diff <~
Reno is a loss based TCP, and may be considered the dwndy, —ndif f, ) if dif f =~
oldest |mpl_ementa_1t|on of TCP to aqh|eve _W|desp_read USBYBy1 7,05 : dundy 1= dwndy,(1 — ) — cwndy, 4)
Its congestion avoidance scheme relies on increasinguthe 2
by 1/cwnd increments, and cutting it in half on packet lossyhere o, 8, 7 and K parameters are chosen as a tradeoff
detection, as per equation 1. between responsiveness, smoothness, and scalafiljty. is
AckRec: cwndpi1 = cwndy + defined as the difference between an expected throughput and
cwnd the actual throughput, a8 f f = cwnd/minRtt—cwnd/srtt,
PktLoss : cwndpp: = cwndy (1) minRtt is the minimumrtt experienced by the TCP session,
2 and srtt is a smooth round trip delay computation.

Notice that for largecwnd values, the increment becomes
small. So, for large bandwidth delay product paths, Rened D. Capacity and Congestion Probing TCP

ramps up very slowly. A new version of Reno, TCP NewReno TCP CCP is our first attempt to design a delay based

intro_duces an (_thimizz_zltion of the Fast Recpvery meChamSE?Jngestion avoidance scheme based on solid control theo-
but its congestion avoidance scheme remains the same. retical approach. Thewnd size is adjusted according to

B. Cubic TCP a proportional controller control law. Thewnd adjustment
TCP Cubic is a loss based TCP that has achievedheme is called at every acknowledgement reception, and

widespread usage due to being the default TCP of the Linmay result in either window increase and decrease. In adliti

operating system. Its congestion window adjustment schepeacket loss does not trigger any speciahd adjustment. CCP

is: cwnd adjustment scheme is as per Equation 5:
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4XG IP Network Emulator [10] is used to vary the end-
[Kp(B — ) — in_flight_segsy) to-end round trip time of the TCP sessions. Two Alaxala
cwndy, = 5 0<Kp (5 switches [1] were used, AX-3630-24T2X and AX-2430-48T-
B. As endpoints, Dell PowerEdge2950 Xeon 1.6GHz machines
were used, running Linux 2.6.26.

where Kp is a proportional gainB is an estimated storage
capacity of the TCP session path, or virtual buffer sizgejs

the level of occupancy of the virtual buffer, or estimatedkz Fig' 2 b)_ describes the ti_meline_of the TCP and UDP
backlog, andin_flight_segs is the number of segmemssessmns, with the TCP session lasting for 150 secs, and the

in flight (unacknowledged). Typically, CCPuwnd dynamics UDP traffic starting 50 seconds after the TCP session stadt, a
exhibit a dampened oscillation towards a givennd size, finishing 50 secs prior to the end of the TCP session. Figure

upon cross traffic activity. Notice thatond,, does not depend 2 ©) describes the timeline of a TCP and TCP two session
on previouscwnd sizes, as with the other TCP variants. scenario, where two TCP sessions compete for bottlenekk lin

bandwidth.

E. Capacity and Congestion Plus Derivative TCP

TCP CCPD is our second attempt to design a delay based
congestion avoidance scheme based on solid control theoret
ical approach, being a variant of CCP. The schemed
adjustment follows the same strategy of CCP. The difference
is that it uses a proportional plus derivative controlleritas

‘ Flow 2
control equation, as per Equation 6: s 2 /\1

cwndy, = Kp|B — x — in_flight_segsg] +

TCP via iperf
Reno, Cubic, Compound TCP,

CCP/CCPD n
Receiver 1

Receiver 2

Flow2
Kd TCP/UDP scenario TCP/TCP scenario
y y UDP via iperf TCP via iperf
PR [wk—1 + in_flight_segsi—1 + 200[Mbps] Reno, Cubic Compound TCP
k k—1 ccp, cepd
—xy, —in_flight_segsy) (6)

a) Network Topology

where K'p is a proportional gainKd is a derivative gainy
andt,_, are two consecutive ack reception epochs, and the TCP via iperf 150 O TCP via iperf 100(g]
other parameters are defined as per CCP congestion avoidance

scheme. Typically, CCPxwnd dynamics present similar 010l . TOPviaiperf
dampened oscillatory behavior as CCP, with a much faster UDP via iperf 25 12504

b) TCP/UDP Path Scenario c) TCP/TCP Path Scenario

period, due to its reaction to the derivative or variatiortho# Fig. 2. TCP Coexisting Evaluation Scenarios

number of packets backlogged.
IV. TCP VARIANTS PERFORMANCE CHARACTERIZATION A Coexisting TCP/UDP sessions

It is well known that TCP throughput performance is This experiment set is designed to study the performance
affected by the round trip time of the TCP session. This &f TCP variants on a single session, when facing cross traffic
a direct consequence of the congestion window mechanigtarformance measurers of interest are throughput andghrou
of TCP, where only up to awnd worth of bytes can be put recovery, defined as the ratio between the throughput
delivered without acknowledgements. Hence, for a fixedd achieved after cross traffic exists the session path, divide
size, from the sending of the first packet until the firdty the amount of throughput achieved before the session
acknowledgement arrives, a TCP session throughput is dappgperience any cross traffic.
at cwnd/rtt. 1) Short round trip time paths: Figure 3 reports throughput

As mentioned earlier, for all TCP variants, the size of theerformance of a TCP session subjected to UDP cross traffic
congestion window is computed by a specific algorithm an shortrtts, similar to local or countrywide session. Overall,
time of packet acknowledgement reception by the TCP sourémmpound TCP, Reno, and Cubic are best performers across
In this section, we characterize TCP performance regardialy) TCP variants, followed close by CCPD(4,4000), although
data throughput in various network scenarios. For CCP, atiee later is not able to reclaim as much throughput after UDP
CCPD protocols, we shall us€C'P(K,,) notation for CCP traffic goes away than the former protocols.
using proportional parametek,,, whereasCCPD(K,, K ) 2) Large round trip time paths. Figure 4 reports TCP
for CCPD using proportional and derivative parametdfs, throughput performance over a session with lartfe similar
and K4, respectively. to transoceanic data transfers. Looking at the time prighéo

We evaluate the throughput performance of TCP variantDP traffic injection, the outperformers are Compound TCP
in the presence of controlled cross traffic. Fig. 2 depices tland Cubic, followed by CCPD(2,1000) and CCP(4). In the
network scenario used for evaluating TCP protocols agaimsesence of UDP traffic, the best performers are Cubic, and
interfering UDP and TCP types of cross traffic. One TChost of CCPD protocols.
session shares a 1Gbps access link with UDP cross traffFigure 5 reports the throughput recovery ratio, which shows
fic of 200Mbps intensity to a dumb-bell topology emulatohow much the TCP session is able to ramp up back after cross
highspeed network, depicted in Fig. 2 a). The PacketStotnaffic is finished. The best performers for large sessions
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Fig. 4: TCP/UDP throughput - larget(200msecs) Fig. 6: TCP/UDP throughput - very larget(600msecs)

are CCP(4), CCPD(2,2000) and CCPD(4,2000). The wotreports the reverse scenario, when the second flow is
performers are Reno and Compound TCP. CCPD(4,2000). In general, Flow 1 and flow 2 path band-
3) Very large round trip time paths: Figure 6 reports width resource is shared unevenly. Comparing the two cases,
TCP throughput performance over a very largé typically throughput ramp up of flow 2 after flow 1 departs is best
incurred in satellite paths. In this case, traditional T@Fants achieved by CCPD(4,2000), except when Compound TCP is
have the worst performance across all TCP variants invessed by flow 2, in this shorttt scenario.
tigated. Best performers are CCPD(2,4000), CCPD(4,4000)Figures 10 and 11 report throughput performance of
and CCP(1). For very largett paths, CCPD(2,4000) andCCPD(4,4000) competing with Reno, Cubic, and Compound
CCPD(4,4000) seem to be the top TCP variants performer3.CP variants over a shortt path. In general, flow 1 and flow
. ) 2 path bandwidth resource is shared very unevenly. Comgparin
B. Coexisting TCP/TCP sessions Figure 10 and 11, the following observations can be made. i)
In this subsection, we investigate the throughput perforhroughput performance of all TCP variants are similar when
mance of two TCP flows sharing a single bottleneck. Twihiere is no cross traffic; ii) CCPD(4,4000) is able to ramp up
cases can be distinguished: homogeneous case, where thethrmughput to higher levels once cross traffic vanishesgatxc
TCP sessions belong to the same TCP variant; heterogenesigginst Compound TCP ramp up performance, which again
case, where the two TCP sessions belong to different T@Pbetter for this shorttt scenario. When compared with
variants. CCPD(4,2000) performance, it is clear that CCPD(4,4000)
1) Small round trip time paths: Figure 7 reports throughputretains more throughput under TCP cross traffic for short
performance of two TCP sessions, staggered in time, osmenario.
a shortrtt path. For the initial period, with only a single 2) Large round trip time paths: Figure 12 reports through-
session, all TCP variants perform similarly. During theipa@r put performance of two TCP sessions, staggered in time, over
of the two sessions sharing a bottleneck, CCP with largelong r¢t path. For the initial period, with only a single
alpha parameter delivers best performance. During “ra@oge session, Compound TCP and Cubic deliver best throughput
period”, where the first session leaves the system, Reno getformance. During the period of the two sessions sharing a
Compound TCP present best throughput ramp up performanigettleneck, Cubic, Compound TCP and Reno present the best
followed by CCPD(4,4000) and Cubic as second best. aggregate performance. Notice, however, that this is lsecau
Figures 8 and 9 report throughput performance dlfie first flow retains most of its throughput prior to the
CCPD(4,2000) competing with Reno, Cubic, and Compourstharing of bandwidth with the second flow. During “recovegrin
TCP variants over a shortit path. Figure 8 reports perfor- period”, where the first session leaves the system, Cubic and
mance when the first flow is CCPD(4,2000), whereas Figu@CPD(4,2000) deliver best throughput.
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Figures 13 and 14 report throughput performance of Firstly, an early TCP session may computer#s,;,,
CCPD(4,2000) competing with Reno, Cubic, and Compounehereas a late TCP session may computefts,;, over a
TCP variants over a largett path. Figure 13 shows thatsame path, such thatit¢,,, < rttl ;.. In this case, the
Reno, Cubic, and Compound TCP variants deliver poor flowearly session may perceive less congestion than the late one
throughput ramp up performance when both flows share p&ven though they share the same path, with the same cross
resources. In contrast, Figure 14 shows a much better floviraffic. Hence, an already established session may be biased
ramp up performance of CCPD(4,2000) for large scenario. to higher performance than a newly entrant one. This problem
Moreover, CCPD(4,2000) is able to further ramp up flow 2an be mitigated by having the TCP session to ‘release”
throughput to a highest level among all TCP variants. some bandwidth once in a while. Judiciousnd variation

Figures 15 and 16 report throughput performance &ence is encouraged for that purpose. Another issue arises
CCPD(4,4000) competing with Reno, Cubic, and Compoui¢hen a TCP path route changes, due to link/router failures in
TCP variants over a largett path. TCP flow 2 throughput the network, causing path measures to become invalid. Path
is low, as compared with CCPD(4,4000) flow 1, when botgapacity estimates (TCP CCP and CCPD) need to be updated
flows share path resources. Fig. 15 shows that Cubic T@PON route changes.
recovers flow 2 throughput the most, whereas Reno flow 2 VI. FUTURE WORK
has negligible throughput. Fig. 16 shows that CCPD(4,4000)In this paper, we have characterized TCP performance
flow 2 recovers the most throughput after cross traffic endssver a high speed wired network scenario via open source

experiments for the most widely used TCP variants, i.e.i€Gub
V. DISCUSSIONS Reno, and Compound TCP, as well as our proprietary variants,
OCr:]CP and CCPD. We have shown the need to tune TCP variant
arameters to network scenarios. In addition, we havetselec
propriate CCP and CCPD parameters for short and#ang

Round trip time is used in the calculation of Retransmissi
Time Out (RTO). In addition, round trip time estimate ma)P

be used as an indication of path congestion in various TGP ; o . . N
ths. We are currently investigating fairness issues vis a

variants, such as TCP Vegas, and TCP CCP and CC . - ? ST
CP variants path condition estimators, suchtsestimation

In these schemes, a TCP session minimuih) rtt,,,, IS . .
computed, and currenttt measurement deviation from this?cor new ?”d already estabhsh_ed TCP sessions. We are also
vestigating how to make estimators more robust to sudden

minimum is taken as an indication of path congestion. Son"[% . :

TCP schemes also use an estimate of maximuseen, or ° 219€ of path conditions, such as re-routing.

rttmaz. Care must be taken by these schemes so as to ensure ACKNOWLEDGMENT

robustness to path condition changes. Work supported in part by JSPS Grant-in-Aid for Scientific
Research KAKENHI B (23300028).
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15: CCPD(4,4000)/TCP throughput - lange(200msecs)
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Fig. 16: TCP/CCPD(4,4000) throughput - lang@&(200msecs)
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