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Abstract—Contrast set mining has been developed as a SAMPLE DATASET

data mining task which aims at discerning differences acros
groups. These groups can be patients, organizations, moldes,

and even time-lines. A valid contrast set is a conjunction of cu"r"r':; i é‘ﬁg;‘gd Chﬂgfen Zf‘:ng[j’rz h;Seg;gh
attribute-value pairs that differ significantly in their di stri- Workingy Workingy of living | exposure
bution across groups. The search for valid contrast sets can TID A B C D E
produce a prohibitively large number of results which must 1 1 0 1 1 1
be further filtered in order to be examined by a domain 2 0 1 1 0 1
expert and have decisions enacted from them. In this paper, & i é é 2 2 1
introduce the notion of the minimum support ratio threshold 5 1 T 1 T T
to measure the ratio of maximum and minimum support across
groups. We propose a contrast set mining technique to discev 768 0 0 0 1 1

maximal valid contrast sets which meet a minimum support
ratio threshold. We also introduce five interestingness meaures
and demonstrate how they can be used to rank contrast sets.

Our experiments on real datasets demonstrate the efficiency false. There are 30 possible combinations of charactesisti
and effectiveness of our approach, and the interestingness  tha¢ differentiate between the women, however, they are not
the contrast sets discovered. . . .
all equally interesting. For instance, assume we foundathat
Keywords-contrast set mining; group differences; data mining.  the women who are working and have high media exposure
use either short-term or long-term methods whereas those
who are not working and do not have high media exposure,
|. INTRODUCTION are equally likely to use either a short-term, long-term or
Discovering the differences between groups is a fundal® contraceptive method. Perhaps then, we could use the
mental problem in many disciplines. Groups are defined byormer result in a media marketing campaign targeted to
a selected property that distinguish one group from therothethat specific group of women, while the latter result which
The search for group differences can be applied to a widé /€SS conclusive, is considered “uninteresting”. We ps&p
variety of objects such as patients, organizations, mtgscu USing @ measure, called the minimum support ratio threshold
and even time-lines. The group differences sought are novelC discover “interesting” group differences during thersea
implying that they are not obvious or intuitive, potenjall Process. _ . .
useful, implying that they can aid in decision-making, and 1€ remainder of this paper is organized as follows. In
understandable, implying that they are presented in a forma>€ction Il, we briefly review related work. In Section III,
easily understood by human beings. It has previously bee}€ d_escrlbe the co_rrelated con_trast set mining problem. In
demonstrated that contrast set mining is an effective niethoS€ction IV, we provide an overview of the search framework
for mining group differences from observational multieae  fOr contrast set mining. In Section V, we introduce our
data [1] [2] [3] [4] [5]. algorithm fpr mining contrast ;ets that meet our minimum
Existing contrast set mining techniques can produce a pro2UPportratio threshold. In Section VI, we present a summary
hibitively large set of differences across groups with gy of e>_<per|mental results from a series of mining tasks. In
levels of interestingness [2] [5]. For example, suppose we>ection VII, we conclude and suggest areas for future work.
want to find out which demographic and socio-economic
characteristics differentiate between women who use short
term, long-term, or no contraceptive methods. We could use The STUCCO (8arch and &sting for Lhderstandable
data, as shown in Table I, with five such characteristicse wif Consistent ©ntrasts) algorithm [1] is the original technique
currently working, husband currently working, has chilgre for mining contrast sets. The objective of STUCCO is to find
has high standard of living, and has high media exposurestatistically significant contrast sets from grouped catiegl
where 1 indicates the characteristic is true, and 0 that it iglata. It employs a modified Bonferroni statistic to limit Byp

Il. RELATED WORK
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| errors resulting from multiple hypothesis tests. In other

Let G = {a1 : [vi,v1r],-- -, Qm : [Umi, Ume|}, ar €

work, STUCCO forms the basis for a method proposed toF,1 < k < m, a; # a;, Vi,j, be a set ofm distinct

discover negative contrast sets [6] that can include negati

of terms in the contrast set. The main difference is their usévy;, v1.], . ..

of Holm’s sequential rejective method [7] for the indepen-
dence test.

The CIGAR (@ntrasthg Grouped _Association_Riles)
algorithm [2] is a contrast set mining technique that specif
ically identifies which pairs of groups are significantly

class attribute-interval pairs, calledgeoup. Let X = {a; :
Jaq 1 Vgl Vgrl}, aia; € A—F, 1 <
k<qg<n-—m, ai # aj, Vi,j, be a set of distinct
attribute-interval pairs, called guantitative contrast set
Henceforth, we refer to a quantitative contrast set as simpl
a contrast set A contrast set,X, is called k-specific, if

| X | = k. Thesupportof a contrast setX, in a database]D,

different and whether the attributes in a contrast set aréenoted asupp(X), is the percentage of transactionsZin
correlated. CIGAR utilizes the same general approach asontainingX. The support of a contrast seY,, in a group,

STUCCO, however it focuses on controlling Type Il errors
through increasing the significance level for the signifeean

G, denoted asupp(X, GG), is the percentage of transactions
in D containingX U G.

tests, and by not correcting for multiple comparisons. Like A contrast setX associated withh mutually exclusive

STUCCO, CIGAR is only applicable to discrete-valued data.groups.Gi, Gs, . .

., Gy is called avalid contrast set(CS)

Contrast set mining has also been applied to continuou$, and only if, the following four criteria are satisfied:

data. Early work focussed on the formal notion of a time
series contrast set and an efficient algorithm was propased t
discover contrast sets in time series and multimedia déta [8

Another approach utilized a modified equal-width binning
interval, where the approximate width of the intervals is

provided as a parameter to the model [3]. The methodology

used is similar to STUCCO except that the discretization

step is added before enumerating the search space.
The COSINE (Catrast ®t Exploraton usirg Diffsets)

algorithm [4] is a contrast set mining technique that uses

a vertical data format, diffsets, a back tracking search-alg
rithm, and simple discretization in mining maximal contras

Jijsupp(X, G;) # supp(X,Gj), 1)
max [supp(X, G;) — supp(X, Gj)| > €, 2)
ij
supp(X) > o, (3)
and

n [ supp(Y,G;)
SUPPA, i) | 4
?X{Suz?p(X, Gy =" )

wheree is called theminimum support difference threshold

sets from both discrete and continuous-valued attributes’ IS theminimum frequency threshold called theminimum

The results demonstrate that COSINE is more efficient tha
STUCCO and CIGAR, even at very low minimum support
difference thresholds. The GENCCS (@este @rrelated
Contrast_®ts) algorithm [5] is a contrast set mining tech-
nigue that extends COSINE by utilizing mutual information
and all-confidence to select the attribute-value pairs dhat

gubset support ratio thresholdind Y C X with Y| =

|X| + 1. Criterion 1 ensures that the contrast set represents
a true difference between the groups. Contrast sets that mee
this criterion are calledignificant Criterion 2 ensures the
effect size. Contrast sets that meet this criterion areedall
large. Criterion 3 ensures that the contrast set occurs in a

most highly correlated. The results show that GENCCS idarge enough number of transactions. Contrast sets that mee

more efficient and produced more interesting contrast se
than STUCCO and CIGAR.

IIl. PROBLEM DEFINITION

Let A = {a1,as,...,a,} be a set oh distinct attributes.
We useQ and(C to denote the set ajuantitativeattributes
and the set otategoricalattributes respectively. Léf(ax)
be the domain of values far;. An attribute-interval pair
denoted asi, : [vg, vk, iS @n attributen;, associated with
an interval[vg;, vg,-], wherea, € A and vy, v, € V(ag).
Further, if ap, € C thenwvy = wvg,-. Similarly, if ax € Q,
then vy < vy Let T = {z1,22,...,2,} Wherez, €
V(ar), 1 < k < p, be atransaction Let D be a set of
transactions, called theatabase Let {i1,i2,...,i,} be a
set of m distinct values from the s€fl,2,...,n}, m <n.
Let F = {ai,, @iy, - .., ai,, }, ai, € A, be asetofn distinct
class attributes.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-188-5

dhis criterion are calledrequent Criterion 4 ensures that the

support of the contrast set in each group is different from
that of its superset. Contrast sets that meet this criteaien
called specific

A valid contrast set is callethaximalif it is not a subset
of any other valid contrast set. A valid contrast set is chlle
interestingif the ratio of maximum and minimum support
across the groups is sufficiently large. Formally, for adali
contrast setX, the ratio is given by

00, if m?n {supp(X,G;)}
-0,
M= wdh fsupp(X, o)} ©

otherwise

min {supp(X, Gy)}

A large value for\(X) implies thatX occurs in significantly
fewer transactions in one grodp than in some other group

15
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G;. A value of co indicates thatX is absent from at least Formally, for a set of contrast sets with prefix [P] =

one groupG; and present in at least one other gratip {X1, X2, , X, }, the intersection oPX; with all of PX
A valid contrast set is called & contrast set(A-CS) if,  with j > i is performed to obtain a new combine $BtX]
and only if, where the contrast sétX; X, satisfies Equations 1, 2, 3, 4,
AX) > w, (6) and 6. For example, fromA : [0,0]] = {B : [0,0],B
. o _ [1,1],C :[0,0],C : [1,1],D :[0,0],D: [1,1],E: [0,0], F
wherew is a user-definechinimum support ratio threshold 1,1]}, we obtain[A : [0,0]B : [0,0]] = {C : [0,0],C :

This criterion ensures that the ratio of maximum and min- [1,1,D:[0,0],D: [1,1], E : [0,0], E : [1,1]} for the next

imum support across all groups is sufficiently large.\A g6 of the search tree. A node with an empty combine set
contrast set is called @ contrast sef(co-CS) if, and only ¢ ,.p, asE : [0,0] need not be explored further.
if, ’
MX) = . (7) B. Data Format

Contrast set mining algorithms using the vertical format
have been shown to be very effective and usually outperform
horizontal approaches [5] [4]. Our algorithm also uses a
vertical data format in representing the data.

Given a databasP, a minimum support difference threshold
€, a minimum frequency threshold, a minimum subset
support ratio threshold:, and a minimum support ratio
thresholdw, our goal is to find all the maximal contrast
sets (i.e., all maximal valid contrast sets that satisfyd&qu C. Ranking Methods
tions 6 and 7). A contrast set mining task has the potential to return many
contrast sets. Consequently, measures are needed to eank th
relative interestingness of the contrast sets prior togorrsg
A. Search for Contrast Sets them to the end-user. Much work has been done on various
Our algorithm uses a backtracking search paradigm inmeasures of interestingness. For more on this, see [9] [10].
order to enumerate all maximal group differences. Back{deally, a measure would be used to rank the contrast sets
tracking algorithms are useful because they allow us tas well as describe them, akin to the support, confidence,
iterate through all the possible configurations of the dearcleverage and lift measures used in association rule mining.
space. Consider the partial search space tree shown In this section, we propose four measures and demonstrate
Figure 1. The root of the tree corresponds to the combin¢heir use in ranking contrast sets.
set{A:[0,0],A:[1,1],B:1[0,0],B :[1,1],C : [0,0],C : Here we define the variables used in the ranking methods
[1,1],D : [0,0],D : [1,1],E : 0,0],E : [1,1]}, which is  described in this section. A contrast s&t, is represented by
composed of the 1-specific contrast sets from the attributes set of association ruleX; — G;, X — Ga,..., X — G,,
shown in Table |. Each attribute can take a value of 0 or 1whereGy,Go, ..., G, are unique groups. Let(X,G;) be
All these contrast sets share the empty prefix in common.the number of instances dof in G;. Let n(X, —G;) be the
number of instances ok in groups other thaid:; (that is,
the number of times\ occurs inGy, ..., Gi—1,Git1, Gy).
Let (—X,G;) be the number of instances of contrast sets

IV. BACKGROUND

{}{A:[0,0], A:[1,1], B:[0,0], B:[1,1], C:[0,0], C:[1,1], D:[0,0], D:[1,1], E:0,0], E:[1,1]}

A0,0 A[1,1 B0,0K B:1,1{ GO0 Ci1,1{ D:0,0{ D:1,1 E:0,0¢ E1,11¢ other thanX in G;. Let n(—X,~G;) be the number of
e et et B i i G Bl S o instances of contrast sets other th&rin groups other than
C:[0,0], C:[0,0], D:[0,0], D:[0,0], E:[0,0], E:[0,0], .

P g o G ot G Vo g s RS G;. Let N be the total number of instances.

D:[0,0], D:[0,0], E:[0,0], E:[0,0],

D:%1,1}, D:{‘I,d, E:{‘l,d) E:{‘l,d) The values TL(X, Gz)a TL(X, _'Gi)7 TL(_‘X, G’L)v and
Ens ERS n(—X, ~G;) actually correspond to the observed frequencies
A10,01, B0.01{ at the intersection of the rows and columns iR2a 2
s contingency table, such as the one shown in Table Il for the
ot association ruleX — G;. Rows represent the occurrence
N of the contrast set and the columns represent occurrence of
A[0,0] B:[0,0] C:[0,0] the groups.

{D:[0,0],
i Table Ii

E11D CONTINGENCY TABLE FORX — G

A:[0,0] B:[0,0] C:[0,0] D:[0,0] {
LE:[0,0],

E1.1} G -G, 3 Row

X n(X,Gi) | N(X,~G) | n(X)
A:[0,0] B:[0,0] C:[0,0] D:[0,0] E:[0,0] -X n(-X,G;) | n(=X,-G;) | n(=X)
> Column n(G;) n(—-G;) N

Figure 1. Search Tree: Box indicates a maximal contrast set

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-188-5 16



INTENSIVE 2012 : The Fourth International Conference on Resource Intensive Applications and Services

Distribution Difference: The distribution differencgDD) Coverage: The coverageof an association ruleX — G;
of a contrast set measures how different the support for & the proportion of instances in the dataset whEres true
group in the contrast set is from the support for the grougn G; [10], and is given by
in the entire dataset [3]. Formally, the distribution difface

for X, in G, is given by CoveragéX — G;) = p(X) = n(]f]().
X,G; N ) ) _
DD(X — G;) = X, G:) —1f. Possible values for coverage range from 0 to 1, inclusive,

X
n(X) n(Gi) where contrast sets that occur more frequently have a higher
For example, assume that in the entire dataset 40% afoverage.
individuals are male and 60% are female. Now assume that The coverage of a contrast set for all groups, called the
we have two contrast sets where 65% are male and 35% aegjgregate coveragds the sum of the individual coverage
female in the first, and 42% are male and 58% are female ivalues for the contrast set in each group. The aggregate
the second. In comparing these contrast sets, the first is mocoverage of a contrast séf in G1,G>,...,G, is given
interesting because it deviates more from the distributiorby
in the entire dataset. The distribution difference capture N
that. The d|_str|byt|qn difference can have a minimum value Aggregate Coveradé) = Z CoveragéX — G)
of zero, which indicates that the instances in the contrast =
set occur in the same distribution across the groups in
comparison to the distribution in the entire dataset. Adarg Lift: Thelift of an association ruleX — G;, measures
distribution difference indicates significant variancetire ~ how many timesX and(; actually occur together compared
distribution across the groups. to the number of time&X andG; would be expected to occur
The aggregate distribution differencef a contrast set is together if they where statistically independent [13] asd i
the sum of the distribution difference values over all thediven by
groups. Formally, the aggre_gate distribution difference f LitiX p(X,G:) N x n(X,G;)
X acrossG1, Gs, . .., Gy is given by ift(X — G;) = POOPGY ~ n(X) x n(Gy)

Aggregate DDX) = Z DD(X — G,). Possible values for lift range from 0 to infinity, inclusive.
Z The lift for a contrast set across all groups called the

. . . aggregate liff is the sum of the lift for the contrast set in
UnusualnessUnusualness is a measure of interestingness

. : . ; each group. Formally,
used in subgroup discovery [11]. Given a set of instances

possessing some property of interessudgroupis a subset . oo

of instances in which the statistical characteristics @ th Aggregate LiftX) = " Lift(X — G,).

property of interest are "unusual”. Instances in the subgro i=1

can be described by an association rle;» Y, where the Interestingness FactorThe four interestingness measures

property of interest is represented by the conseqiénand  described above can be used individually to rank discovered
the antecedentX, an itemset. Weighted relative accuracy contrast sets. However, they can can also be used in combi-
(WRAcc) is used to evaluate the quality (i.e., unusualnesspation to determine the most interesting contrast setstbase
of the induced association rules. on multiple measures. Thimterestingness Facto(IF) of
Contrast set mining has been shown to be an extension ¢f contrast set is the average of it's rank over a set of the

subgroup discovery, where each group represents a differege|ected interestingness measures, and is given by
property of interest [12]. Thus, we can use the weighted

relative accuracy to measure thausualnesgUN) of X in IF(X) = ST X w;
G;. Formally, unusualness is given by S wy X my
UN(X,G;) = p(X)x (p(Gi|X) —p(Gy)) wheren is the number of interestingness measurgss the
n(X) n(X,G)  n(Gy) rank of the contrast set by a measurew; is the weight
N ( n(X) N ) of the ranking measuré (i.e., a user-defined parameter

indicating the relative importance of measude and m;
Possible values for unusualness range from -1 to 1. Thgs the maximum rank of measuie Possible values for the
unusualness ok, is determined by the group for which the jnterestingness factor can range from 0 to 1, where values
unusualness is largest. Thus, the unusualness,ofcross  close to 0 indicate contrast sets which are more interesting

G1,Ga, ..., Gy is given by while values close to 1 indicate contrast sets which are less
Maximum UNX) = max UN(X, G;). interesting. An interestingness factor of 1 indicates that
i contrast set was ranked the lowest by each method.
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V. MINING INTERESTINGVALID CONTRAST SETS Algorithm 2 COMBINE(P, H, W, ¢, 0, K, w)

GIVE (Generatenteresting \alid contrast si) presented I =90
in Algorithm 1, finds all the maximal valid contrast sets 2 for eachy € 1 do
in a given dataset (i.e, all the contrast sets that satisfy3 #= PU_{?/}
Equations 1, 2, 3, 4, and 6). It adapts several tenets of the*: DetermineD., F., C;,ar

backtracking search technique proposed in [4] for contrast® If significantz, o) & large(z, ¢) & frequentz, o) &
specifi¢z, k) then

: Cp =COMBINE({}, B,¢,0,0,w, W)

: Sort eachC) in increasing|C,| then in increasing,
: TRAVERSE({}, Co, W, €, 0, k,w)

10: RANK (W, m)

11: return W

calculates its diffset,D,, its potential combine set(.,
and its frequencyF, (line 4). It then determines whether
z satisfies Equations 1, 2, 3, and 4 (line 5). COMBINE
also checks whether Equation 7 is satisfied (line 6). Any
z which meets this criteria is potentially maximal and no
) ] o -~ further processing of the subset tree has to be dens.
GIVE begins by first determining all the 1-specific con- gqqed toW if it has no superset already iH (lines 7
trast sets from the domam of each attribute in the dataset 4, 9). Otherwise, COMBINE checks whether Equation 6 is
not occurring in, and storing them i3 (lines 1 t0 6).  gatisfied. Any> which meets this criteria is added to the

Quantitative attributes are discretized (line 3) to deteem 5 mpine set( (lines 10 to 11). FinalhC is returned.
a V set from which 1-specific quantitative contrast sets can

be geperat_ed. We use the disc.retizatio.n algor_it_hm prelious 5 TRAVERSE

described in [4]. GIVE determines valitspecific contrast

sets by calling the subroutine COMBINE, with the empty Given a prefix?;, a combine se€;, a minimum support
prefix {}, B, e, 0,0,w, and W which will hold all the valid difference threshold, a minimum frequency threshold, a
contrast sets at the end (line 7). The set of vakspecific ~minimum subset support ratio thresholdand a minimum
contrast sets is re-ordered in increasing cardinality ef th supportratio threshold, the TRAVERSE Algorithm, shown
combine set and frequency (line 8). Thus contrast sets witi Algorithm 3, traverses the search space for all, maximal
a lower frequency at one level are less likely to produceor A contrast sets that satisfy Equations 1, 2, 3, 4, and 6.
contrast sets that meet our frequency threshold on the next TRAVERSE begins by determining the next preff},
level. GIVE then calls the subroutine, TRAVERSE, with the (line 2). It then determines a new possible set of combine
empty prefix,{},Co, W, €,0,x, andw (line 9). The valid elements,H;,, by first stripping the prefixP,;, of the

set mining. 6: if A\(2) == oo then
Algorithm 1 GIVE(D, F, ¢, o, r, 0, m) 5 W2Z2z0H:ZeW then
Input: A dataset,D, and ranking methodn 2: enI(/jVif_ Wuts)
Output: The set of ranked interesting valid contrast déts | - else if \(2) > w then
' , 11: C=CuU{z}

1: for eachi € A, A€ D,i ¢ F do 12: end if

2. if i € Qthen 13:  end if

3: V(Z) = D|SCRET|ZE(i) 14: end for

4 end if 15: return C

5. B=BUV(i)

6: end for

7

8

9

contrast sets are ranked by a methadline 10). previous prefixP;, creatingPl'+1 (line 4). It then determines
from the list of elements inC;, those which are greater
A. COMBINE than (appear afterf,,, (recall from above, thab,,; was

Given a prefix P, a combine set, a set of valid also chosen fronC;) (line 6). For any such elemen,
contrast set$l”, a minimum support difference threshelda ~ TRAVERSE strips it of the prefix?, creatingy (line 7).
minimum frequency threshold, a minimum subset support It then checks whetheP, , is not equal toy and whether
ratio thresholds, and a minimum support ratios, the it is in the combine set of; (line 8). P, andy arel-
COMBINE Algorithm, shown in Algorithm 3, builds new specific contrast sets and if they originate from the same
contrast sets fron® and H that satisfy Equations 1, 2, 3, 4 attribute, they cannot be part of a new contrast set, as we
and 6. require contrast sets to have unique attributesy'lis in

COMBINE begins by combining the prefiR with each  the combine set of, then it will be in the combine set of
membery of the possible set of combine elemenid, P,y;. If both conditions are mety is added toH;; (line
to create a new contrast set (line 3). For eachz, it  9). TRAVERSE repeats this for every membert
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Algorithm 3 TRAVERSHEP,, C;, W), ¢, 0, k,w)

1: for eachz € C; do

Table I
DATASET DESCRIPTION

22 Py ={x} Data Set | # Transactions| # Attributes | # Groups

3 Hyp=0 Census 32561 14 5
e

5. for eachy € C; do Wt 5000 1 3

6: if y> Py1 then

7 Let y, =y— B

8: if y #£P_, &y €Cp then

o: Hi 1 = Hi U{y} 28). After the recursion completes, the set of maximal valid
10: end if contrast sets on valid contrast sets|¥;, is updated with

11: end if the elements fromiV,; (lines 30).

12:  end for

13 if |W| > 0 then VI. EXPERIMENTAL RESULTS

14: if Z2 P11 UH41:Z e W, then In this section, we present the results of an experimental
15: return evaluation of our approach. Our experiments were conducted
16: end if on an Intel dual core 2.40GHz processor with 4GB of
17:  end if memory, running Windows 7 64-bit. Discovery tasks were
18:  Cj41 = COMBINE(P41, Hi41, Wi, €,0, K, w) performed on four real datasets obtained from the UCI
19:  SortCy4q by increasingF,, Vz € Cryq Machine Learning Repository [14]. Table Ill lists the name,
20: if Cj41 # 0 then number of transactions, number of attributes, and the numbe
21: if Z2 P,:7Z¢eW,then of groups for each dataset. These datasets were chosen
22: Wy =W, U P41 because of their use with previous contrast set mining
23: end if techniques and the ability to mine valid contrast sets with
24: else high specificity.

25: Wi ={WeW,:xeW}

26 end if A. Performance of GIVE

27 if Cp4q1 # 0 then We first examine the efficiency of GIVE by measuring the
28: TRAVERSE P4 1,Ciy1, Wit1,€,0,Kk,w) time taken to complete the contrast set mining task as the
29: end if minimum support ratio threshold (MSRT) varies. We set the
300 W, =W, UWi significance level to 0.95, the minimum support difference
31: end for and minimum subset ratio to 0, respectively, and average

the results over 10 consecutive runs. Figure 2 shows the

number of valid contrast sets discovered and the run time

for each of the datasets as the MSRT is varied. Results are

The cardinality of the current set of contrast sets, isonly shown for MSRT values which produce substantial

determined and if it is greater than zero, TRAVERSE checkshanges in the time. The time taken by COSINE and
if P,.1UH; 1 is subsumed by an existing contrast set. If yes,GENCCS for each dataset is also provided for comparison.
the current and subsequent contrast set5;inan be pruned For GENCCS, we set use the mean mutual information,
away (lines 13 to 17). If not, an extension is necessaryand mean all confidence value, as the mutual information
TRAVERSE then creates a new combine set for the nexthreshold, and all confidence threshold, respectivehhease
level of the search by using the subroutine COMBINE (linewere shown previously to be optimal [5]. Figures 2a, 2b, 2c,
18). The combine set; 1, is sorted in increasing order of and 2d, show that GIVE is as efficient as COSINE when
the frequency of its members (line 19). Any contrast set nothe minimum support ratio threshold is O but less than that
in the combine set refers to a node pruned from the searchf GENCCS. GIVE becomes more efficient than GENCCS
tree. TRAVERSE checks if;,; is empty and ifP,; is not  when the MSRT is greater than 2.5, 0.75, 0.25, and 0.75 for
a subset of any contrast setlify, P, is added tdV; (lines  the Spambase, Mushroom, Waveform and Census datasets,
20 to 23). Otherwise, a new set of local contrast séfs, 1, respectively. Since the MSRT serves as a constraint, as we
is created based such that only the contrast sei®jithat  increase its value, fewer contrast sets satisfy this caimstr
contain all the contrast sets i, are added td¥;,; (line and GIVE becomes more efficient.
25). This allows the number of contrast sets of interest to be )
narrowed down as recursive calls are madeCilf, is not B Effectiveness of GIVE
empty, TRAVERSE is called again with 11, C; 11, and the We examine the effectiveness of GIVE by measuring the
set of new local maximal contrast setd; ., (lines 27 to average unusualness of the valid contrast sets discovered

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-188-5 19



INTENSIVE 2012 : The Fourth International Conference on Resource Intensive Applications and Services

‘ 0.036 : ‘ ‘ ‘
GIVE —5— GIVE —5—
5000 COSINE 1 » 0034 COSINE |
GENCCS - a GENCCS
4000'K 1 £ 0032 0
=}
® g 0.03} 1
T 3000t | E
£ > 0028 g
= =)
2000 - R i 0.026 1
% i
1000 F | 0.024 | ]
0.022 | l
0 L L L L L L L
0 2 4 6 8 10 0 2 4 6 8 10
Minimum Support Ratio Threshold Minimum Support Ratio Threshold
(a) SpamBase Runtime (a) Spambase Runtime
30 : : ‘ ‘ ‘ ‘ : :
GIVE —83— 003} _ GIVE —5—
25+ COSINE ] a2 GCS\ISCI;’(\‘:E ,,,,,,,,,,,,, ]
i3 GENCCS ——— g 0.028 +
20 g
[ 2 0.026
) 2
g 157 ] > 0024 i3
= g
10 - 1 % 0.022 1
5| ] 0.02r4
0
0 ‘ ‘ : ‘ w ‘ 0.018 : ‘ s \ \ \
0 05 1 15 2 25 3 35 0 05 1 15 2 25 3 35
Minimum Support Ratio Threshold Minimum Support Ratio Threshold
(b) Mushroom Runtime (b) Mushroom Runtime
- 00024 —
120 ¢ GIVE —5— —8—
COSINE g 0.0022 SORINE 1
100 | GENCCS - j 8
o S 0.002 -
80 | Z i
0 2 0.0018}
E 60 | ] 2
= $ 00016 1
40 1 ] 2 ooou4f 1
20 | 1 0.00121
0
0 L L n L L N N 0001 L L L L L L L
0 05 1 15 2 25 3 35 4 0 05 1 15 2 25 3 35 4
Minimum Support Ratio Threshold Minimum Support Ratio Threshold
(c) Census Runtime (c) Census Runtime
‘ 0.021 —r ; ‘ ‘
120 ¢ GIVE —5— —8—
COSINE g 002 SQUNE T 1
100 + GENCCS - j 8
R £ o019} 4
=}
z T ] S o018} ]
g 60 | | 5
= g o007t 1
40 ¢ ] g 0016} ]
20 | i) 0.015 | l
i
0 ‘ : ‘ ‘ 0.014 s \ \ ‘
0 1 2 3 4 5 0 1 2 3 4 5
Minimum Support Ratio Threshold Minimum Support Ratio Threshold
(d) Waveform Runtime (d) Waveform Runtime
Figure 2. Summary of runtime results Figure 3. Summary of interestingness results

as the MSRT varies, as shown in Figure 3. The averthe maximal contrast sets discovered by GIVE are more
age unusualness of the valid contrast sets discovered bgteresting, when measured by the average unusualness,
COSINE and GENCCS for each dataset is also providedhan those discovered by either GENCCS or COSINE. The
for comparison. Figure 3a, 3b, 3c, and 3d shows thamagnitude of the difference is significant even at lower
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MSRT values where GENCCS outperforms GIVE as showrnwill incorporate space reduction techniques with addalon
in Figures 2a, 2c, 2b, and 2d, which implies that eveninterestingness measures.

though GENCCS is less expensive, GIVE produces better
quality contrast sets. Similar results were observed fer th
average distribution difference and lift, respectivelydare

not shown due to space considerations.

C. Effect of\ on the Search Process

We further explored how the quality of the contrast sets [
discovered is affected by usingin the search process by
comparing the average interestingness factor for contrast
sets that are found by COSINE and GENCCS that are also
found by GIVE with those that are not found by GIVE.
Table IV shows the average IF using all four measures
equally weighted for each of the four datasets. In Table 1V,

Table IV

EFFECTIVENESS OFA

Data Set | COSINE | COSINE | GENCCS| GENCCS
& GIVE & —-GIVE & GIVE & —-GIVE
Census 0.45 0.54 0.34 0.42
Mushroom 0.38 0.49 0.32 0.39
Spambase 0.45 0.58 0.40 0.49
Waveform 0.66 0.69 0.57 0.65

In this paper, we introduced the notion of the minimum
support ratio threshold and proposed a contrast set mining
technique, GIVE, for mining maximal valid contrast setstha
meet a minimum support ratio threshold. We compared ouf13]
approach with two previous contrast set mining approaches,
COSINE and GENCCS, and found our approach to be
comparable in terms of efficiency but more effective in 14
generating interesting contrast sets. We also introduee fiv

VIl. CONCLUSION
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