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Abstract—This paper presents an approach and a case study for 

a multi-layer automated ontology matching based on 

the crowdsourcing technique. The main idea of our approach is 

that ontology matching is implemented automatically at first. In 

the case of non-adequate matching, the crowdsourcing 

technique is invoked, that involves crowd participants into the 

matching process. As a case study, the scenario of robot 

interaction is considered. The developed ontology matching 

approach allows providing for semantic interoperability 

between the robots for joint tasks solving. 

Keywords-ontology; ontology-matching; crowdsourcing; 

robots; interoperability. 

I.  INTRODUCTION 

Ontology matching plays an important role in the 
development of ontology-based information systems. If a 
system consists of several interacting components and each 
component is developed by different manufactures based on 
different ontologies, we need to implement a matching of 
ontology entities between these components in order to 
provide semantic interoperability between them. 

To implement such systems, the smart space technology 
can be used, which allows information sharing between 
different services of the system. This technology [1][2] aims 
at the seamless integration of different devices by developing 
ubiquitous computing environments, where different services 
can share information with each other, make different 
computations and interact for joint task solving. The open 
source Smart-M3 platform [3] has been used for the 
organization of the smart space infrastructure of the robots 
self-organization case study presented in the paper. The use of 
Smart-M3 platform enables significant simplification of 
further system development, including new information 
sources and services, making the system highly scalable. The 
key idea of this platform is that the formed smart space is 
device-, domain-, and vendor-independent. Smart-M3 
assumes that devices and software entities can publish their 
embedded information for other devices and software entities 
through simple shared information brokers. The Smart-M3 
platform consists of two main parts: information agents and 

kernel [4]. The kernel consists of two elements: Semantic 
Information Broker (SIB) and information storage. 
Information agents are software entities, installed on mobile 
devices of smart space users and other devices hosting smart 
space services. These agents interact with SIB through the 
Smart Space Access Protocol (SSAP). The SIB is the access 
point for receiving the information to be stored, or retrieving 
the stored information. All this information is stored in the 
information storage as a graph that conforms with the rules of 
the Resource Description Framework (RDF). In accordance 
with these rules, all information is described by triples 
"Subject - Predicate - Object". 

The paper presents a multi-level automated ontology 
matching approach based on the crowdsourcing technique. 
Matching of ontology elements is implemented via automatic 
procedures and then enhanced manually if needed. 

In the presented case study, the proposed algorithm is used 
to provide for interoperability support for robots solving a 
joint task. 

The rest of the paper is structured as follows. The state-of-
the-art of ontology matching systems is presented in Section 
II. Section III describes the proposed approach to ontology 
matching. Section IV presents the case study implemented 
using the proposed approach. The results are summarized in 
the Conclusion section. 

II. STATE-OF-THE-ART 

In order to analyze the existing ontology matching 
techniques, an extensive state-of-the-art review has been done, 
which covered systems/approaches/projects related to 
ontology matching. Among them the following ones are worth 
mentioning: GLUE System [5][6], Falcon-AO [7], MLMA [8], 
Hovy [9], SKAT [10], ONION [11], Promt [12], H-Match 
[13], CTX-MATCH [14], SMART [15], Cupid [16], COMA 
[17], Similarity Flooding Algorithm [18], AgreementMaker 
[19], Pattern Based Approach [20], MinSMatch [21], 
OntoView [22], Chimaera [16], VITRUVIUS [23][24], 
SAMBO [25], Falcon [26], DSSim [27], RiMOM [28], 
ASMOV [29], Anchor-Flood [30]. The following systems are 

74Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-437-4

INTELLI 2015 : he Fourth International Conference on Intelligent Systems and Applications



more interesting and, for this reason, we describe them in 
detail below. 

The VITRUVIUS platform integrates multiple sensors and 
handles different sensor configurations, allowing applications 
to be installed dynamically and run concurrently. A benefit of 
the platform is that it provides capabilities for reuse and 
evolution of existing sensor networks and applications, and 
for extensions by adding new sensors and applications. The 
platform uses an ontology-based approach to achieve 
semantic interoperability between different components. The 
authors understand the ontology as a vehicle that unifies the 
data originating from different system components into a 
universal understanding [24]. Ontology mappers are used to 
translate the local ontology (local syntactic and structural 
representations) into the application ontology and vice versa. 
From the development perspective, by using the ontology 
mapper, a new component (e.g., a sensor driver) can be 
integrated into the platform easily. This does not require re-
implementing the component; only the ontology mapper 
requires an updated specification of how local terminologies 
and structures that refer to the new sensor can be represented 
in terms of the application ontology. The mapping between 
the application ontology and the local ontology is performed 
by the mapper component, which also provides interfaces for 
the data communication and control (e.g., sensor 
configuration). The mapper is implemented as an Android 
service, which can quickly be implemented using a generic 
development pattern. 

SAMBO is a system for matching and merging biomedical 
ontologies. It handles ontologies specified in OWL language 
and outputs 1:1 alignments between concepts and relations. 
The system uses various similarity-based matchers, including. 

 Terminological: n-gram, edit distance, comparison of 
the lists of words of which the terms are composed. 
The results of these matchers are combined via a 
weighted sum with pre-defined weights. 

 Structural, through an iterative algorithm that checks 
if two concepts occur in similar positions with respect 
to is-a or part-of hierarchies relative to already 
matched concepts, with the intuition that the concepts 
under consideration are likely to be similar as well. 

 Background knowledge-based, using (i) a 
relationship between the matched entities in Unified 
Medical Language System (UMLS) and (ii) a corpus 
of knowledge collected from the published literature 
exploited through a naive Bayes classifier. 

The results produced by these matchers are combined 
based on user-defined weights. Then, filtering based on 
thresholds is applied to come up with an alignment 
suggestion, which is further displayed to the user for feedback 
(approval, rejection or modification). Once matching has been 
accomplished, the system can merge the matched ontologies, 
compute the consequences, check the newly created ontology 
for consistency, etc. 

Falcon is an automatic divide-and-conquer approach to 
ontology matching. It handles ontologies in RDFS and OWL. 
It has been designed with the goal of dealing with large 
ontologies. The approach operates in three phases. 

 Partitioning ontologies 

 Matching blocks. 

 Discovering alignments. 
The first phase starts with a structure-based partitioning to 

separate entities (classes and properties) of each ontology into 
a set of small clusters. Partitioning is based on structural 
proximities between classes and properties, e.g., how closely 
are the classes in the hierarchies of rdfs: subClassOf relations 
and on an extension of the Rock agglomerative clustering 
algorithm [31]. Then, it constructs blocks out of these clusters. 
In the second phase, the blocks from distinct ontologies are 
matched based on anchors (pairs of entities matched in 
advance), i.e., the more anchors are found between two 
blocks, the more similar the blocks are. In turn, the anchors 
are discovered by matching entities with the help of the I-SUB 
string comparison technique [32]. 

DSSim is an agent-based ontology matching framework. 
The system handles large-scale ontologies in OWL and SKOS 
(Simple Knowledge Organization System) and computes 1:1 
alignments with equivalence and subsumption relations 
between concepts and properties. It uses the Dempster-Shafer 
[33] theory in the context of query answering. Specifically, 
each agent builds a belief for the correctness of a particular 
correspondence hypothesis. Then, these beliefs are combined 
into a single more coherent view in order to improve 
correspondence quality. The ontologies are initially 
partitioned into fragments. Each concept or property of a first 
ontology fragment is viewed as a query, which is expanded 
based on hypernyms from WordNet [34], viewed as 
background knowledge. These hypernyms are used as 
variables in the hypothesis to enhance the beliefs. The 
expanded concepts and properties are matched syntactically to 
the similar concepts and properties of the second ontology in 
order to identify a relevant graph fragment of the second 
ontology. Then, the query graph of the first ontology is 
matched against the relevant graph fragment of the second 
ontology. For that purpose, various terminological similarity 
measures are used, such as Monger-Elkan and Jaccard 
distances, which are combined using Dempster’s rule. 
Similarities are viewed as different experts in the evidence 
theory and are used to assess quantitative similarity values 
(converted into belief mass functions) that populate the 
similarity matrices. The resulting correspondences are 
selected based on the highest belief function over the 
combined evidences. Eventual conflicts among beliefs are 
resolved by using a fuzzy voting approach equipped with four 
ad hoc if-then rules. The system does not have a dedicated user 
interface but uses that of the AQUA (An Ontology-Driven 
Question Answering System) able to handle natural language 
queries. 

RiMOM is a dynamic multi-strategy ontology matching 
framework. It focuses on combining multiple matching 
strategies, through risk minimization of Bayesian decision and 
quantitatively estimates the similarity characteristics for each 
matching task. These characteristics are used for dynamically 
selecting and combining the multiple matching methods. Two 
basic matching methods are employed. 

 Linguistic similarity (edit distance over entity labels, 
vector distance among comments and instances of 
entities). 
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 Structural similarity (a variation of Similarity 
Flooding [18] implemented as three similarity 
propagation strategies: concept-to-concept, property-
to-property and concept-to-property). 

In turn, the strategy selection uses label and structure 
similarity factors, obtained as a preprocessing of the 
ontologies to be matched, in order to determine what 
information should be employed in the matching process. 
Specifically, the strategy selection dynamically regulates the 
concrete feature selection for linguistic matching, the 
combination of weights for similarity combination, and the 
choice of the concrete similarity propagation strategy. After 
similarity propagation, the matching process concludes with 
alignment refinement and extraction of the final result. 

Automatic Semantic Matching of Ontologies with 
Verification (ASMOV) is an automatic approach for ontology 
matching that targets information integration for 
bioinformatics. Overall, the approach can be summarized in 
two steps. 

 Similarity calculation. 

 Semantic verification. 
It takes two OWL ontologies and an optional alignment as 

the input and returns an n:m alignment between ontology 
entities (classes and properties) as the output. In the first step, 
it uses lexical (string equality, a variation of Levenshtein 
distance), structural (weighted sum of the domain and range 
similarities) and extensional matchers to iteratively compute 
similarity measures between two ontologies, which are then 
aggregated into a single one as a weighted average. It also uses 
several sources of general and domain specific background 
knowledge, such as WordNet and UMLS, to provide more 
evidence for similarity computation. Then, it derives an 
alignment and checks it for inconsistency. Consistency 
checking is pattern based, i.e., that instead of using a complete 
solver, the system recognizes sets of correspondences that are 
proved to lead to an inconsistency. The semantic verification 
process examines five types of patterns, e.g., disjoint-
subsumption contradiction, subsumption incompleteness. 
This matching process is repeated with the obtained alignment 
as input until no new correspondences are found. 

AgreementMaker is a system composed of a wide range 
of automatic matchers, an extensible and modular 
architecture, a multi-purpose user interface, a set of evaluation 
strategies, and various manual, e.g., visual comparison, and 
semi-automatic features, e.g., user feedback. It has been 
designed to handle largescale ontologies based on the 
requirements coming from various domains, such as the 
geospatial and biomedical domains. The system handles 
ontologies in XML, RDFS, OWL and outputs 1:1, 1:m, n:1, 
n:m alignments. In general, the matching process is organized 
into two modules: similarity computation and alignment 
selection. The system combines matchers using three layers. 

 The matchers of the first layer compare concept 
features, such as labels, comments, instances, which 
are represented as TF_IDF (TF — Term Frequency, 
IDF — Inverse Document Frequency) vectors used 
with a cosine similarity metric. Other string-based 
measures, e.g., “edit distance” or “substrings”. 

 The second layer uses structural ontology properties 
and includes two matchers called descendants 
similarity inheritance (if two nodes are matched with 
high similarity, then the similarity between the 
descendants of those nodes should increase) and 
siblings similarity contribution (which uses the 
relationships between sibling concepts). 

At the third layer, a linear weighted combination is 
computed over the results coming from the first two layers, 
whose results are further pruned based on thresholds and 
desired output cardinalities of the correspondences. The 
system has a sophisticated user interface deeply integrated 
with the evaluation of ontology alignment quality, being an 
integral part of the matching process, thus empowering users 
with more control over it. 

III. PROPOSED ONTOLOGY MATCHING APPROACH 

A. General Description 

The below proposed approach allows matching of two 
ontologies for the interoperability purposes of appropriate 
services and is based on the ontology matching model 
illustrated in Figure 1. The approach takes into account that 
the matching procedure has to be done in three steps. The first 
two steps are performed “on-the-fly” and the third step is 
optional; it is performed on-demand if the matching results of 
first two steps are not satisfactory. When a service joins a 
smart space, it performs a matching of its own ontology with 
the smart space ontology. If all classes that characterize 
service capabilities and requirements are matched with smart 
space ontology, the third step is skipped. The proposed 
approach also includes a graph-based distance improvement 
model that allows to propagate similarity from matched 
elements to elements related to them. 

The approach consists of the following steps: 
1. Compare all elements between two ontologies and fill 

the matrix M using similarity-based model. The matrix M is 
of size m to n, where m is the number of elements in the first 
ontology and n is the number of elements in the second 
ontology. Each element of this matrix contains the degree of 
similarity between the string terms of two ontology elements 
using the fuzzy string comparison method. 

2. Calculate semantic distances, using background 
knowledge, e.g., WordNet or Wiktionary [35] and fill the 
matrix M’. The matrix M’ is of size m to n, where m is the 
number of elements in the first ontology and n is the number 
of elements in the second ontology. Each element of this 
matrix represents the degree of similarity between two 
ontology elements. 

3. Update values in matrix M, where each new value of 
elements of M is the maximum value of (M, M’). 

4. Improve distance values in the matrix M using the 
graph-based distance improvement model. 

5. (Optional) Use the crowdsourcing technique for 
comparison of ontologies.  

As a result, the matrix M contains the degrees of similarity 
between ontology elements of the two services. This allows 
determining correspondences between elements by selecting 
higher than the threshold value degrees of similarities. 
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B. Similarity-Based Model for Matching Ontology 

The similarity-based model for the ontology matching is 
presented in Figure 2. It contains a stemming procedure to 
normalize words, improved fuzzy string comparison 
procedure, and normalization procedure. 

To improve the matching quality, the application of the 
stemming procedure is proposed. This operation makes it 
possible to identify ontology elements even if they are written 
in different forms. The following conversions can be done: 

“looking”  “look”, “device”  “devic”, “vertical”  

“vertic”, and “horizontal”  “horizont”. This procedure is 
uniquely tuned for each supported language. 

The basis of the string comparison algorithm is the well-
known conventional algorithm that calculates occurrence of 
substrings from one string in the other string. However, this 
algorithm does not take into account the length of the second 
string. As a result, it was decided to introduce the comparison 
based on the above algorithm twice: 
FC1 = FuzzyCompare(Element1, Element2) and 
FC2 = FuzzyCompare(Element2, Element1). After that we 
calculate the result as an aggregation of the above results in 
accordance with the following formula: 

Re’=n*FC1+(1-n)*FC2, where n is a weight, n[0;1]. 

5.0n  sets the same weight to the both strings, 0n  

searches only Request within Class, and 1n  searches only 

Class within Request. It is proposed to set 5.0n . Since the 

similarity metrics are obtained by different techniques they 

have to be normalized. 

C. Model of searching semantic distances of ontology 

elements 

To measure semantic distances between ontology 
elements we use the machine readable dictionary extracted by 
direct access to Wiktionary and WordNet. 

This dictionary includes: 
1) a set of words defined in dictionary along with, 
2) definitions given for each word, 
3) a set of synonyms for each word, and 
4) a set of associated words for each word. 
Words associated with a word are considered as 

hyperlinked words occurring in the Dictionary definition 
given for this word.  

The nodes of ontology are linked to nodes representing 
their synonyms and associated words as this is given in the 
machine-readable dictionary. The links between the nodes are 
labeled by the distance of relations specified between the 
concepts represented by these nodes in the machine-readable 
dictionary. Weight w  of a relation specified between two 

ontology elements it  and jt  is assigned as: 

















 wordsame  theare,

wordsassociatedare,3,0

synonymsare,5,0

ji

ji

ji

tt

tt

tt

w  

The values for the weights were evaluated based on the 
following principles: 

1. Semantic distances between synonyms are assumed to 
be smaller than semantic distances between associated words; 

 
Figure 1. Multi-model approach to automated ontology matching. 

 

Figure 2. Similarity-based model 

2. Semantic distance is proposed to be calculated as 
inversely proportional to weights raised to a power. The power 
is proportional to the path between the compared words. The 
longer the path, the greater the semantic distance for the two 
different words is expected to be. To meet this expectation 
with reference to the way of the semantic distance calculation, 
a weight of the relation between two different words should 
be in the range (0, 1) and ∞. Taken into account the first 
principle, we empirically selected the weights: 0,5 - for the 
relation between the synonyms; and 0,3 - for the relation 
between the associated words; 

3. The semantic distance between the same words is equal 
to 0. 

To search the semantic distance between the elements of 
two ontologies, the nodes of the first ontology are checked for 
their similarity to nodes of the second ontology. As a measure 
of similarity, the semantic distance (Dist) is used. 






S

s

sk
k

ji
j

i

w

ttDist
1

),(  

where it , jt  – ontology elements; w  – weight of lexical 

relation existing between it  and jt ; S  – a set of paths from 

it  to jt , where a path s  is formed by any number of links 

that connect it  and jt  passing through any number of nodes. 

The degree of similarity depends inversely on distance. 

D. Graph-based distance improvement model 

The graph-based improvement model for propagation 
similarities from one ontology element to another is presented 
in Figure 3 (see [36]). The main goal of this model is to 
propagate the degree of similarity between closely matching 
ontology elements to ontology elements related to them 
through RDF triples.  

Comparison of elements of 

two ontologies using 

similarity-based model 

Comparison of elements 

of two ontologies using 

semantic-based distances 

search model 

Graph-based distance 

improvement 

Linguistic 

Contextual 

Method class Matching model 

Comparison of ontologies 

based on crowdsourcing 
Crowdsourcing 

Improved FSC 

Stemming Conventional Fuzzy 

string comparison (FSC) 

Normalization  
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Let X=(x1, x2, ..., xn) be the set of subjects and objects in 
the ontology of two knowledge processors. Let Dx = (d(xi, xj), 
...) be a degree of similarity between xi and xj. Let 
R = (r1, r2, ..., rn) be a set of predicates in the ontology of two 
knowledge processors. Let Dr = (d(ri, rj), ...) be a set of 
degrees of similarity between ri and rj. Constant Tr is a 
threshold value that determines whether two ontology 
elements mapped to each other or not. 

 

Figure 3. Matching of two ontology model 

E. Crowdsourcing comparison of ontologies 

Crowdsourcing is the process of obtaining information 
from an online group of crowd members. Technically, 
members are registered in a special application that provides 
them micro tasks and then summarizes their responses. For 
ontology matching process, this technique is used for making 
alignments between ontology elements if the methods 
presented above fail. If the service estimates that it needs more 
matching information it can use the crowdsourcing technique 
to improve the ontology matching with the help of a group of 
members. 

Crowdsourcing system uses matrix M to show the 
ontology matching results found in steps 1–3 to the members, 
and provides a user friendly interfaces for them to see these 
alignments and to add, remove, or modify the matching 
between the ontology elements. 

IV. CASE STUDY 

The aim of the considered scenario is providing 
interoperability support for robots to solve a joint task. Two 
types of robots participate in the scenario: a pipeline robot and 
a manipulating robot (see Figure 4). The first one is stationary 
and has a pipeline that transfers objects from their current 
location to a predefined destination. It has a color sensor that 
determines the color of the transferred object. Robots interact 
in a smart space. To provide for semantic interoperability 
between robots, the proposed ontology matching approach is 
used. Each robot uploads its own ontology to the smart space 
when the robot joins it. The ontology matching service 
performs matching of the uploaded ontology with the smart 
space ontology and then extends the latter with the elements 
of the ontologies uploaded by robots. 

The proposed interaction scheme of two robots in the 
smart space is presented in Figure 5. Example of robot 
interaction is shown in the example of sharing information 
about object transfer by the pipeline robot and color 
identification. When the pipeline robot is transferring the 
object, the pipeline velocity is shared with smart space by the 
following triple according to the pipeline robot ontology. 

(“Pipeline”, “has_velocity”, [pipeline velocity]). 

When the color is determined, it is shared with smart space 
as follows. 

 

Figure 4. Pick-and-Place System Scenario 

 
Figure 5. Robot Interaction in Smart Space Based on Ontology Matching 

(“Object”, “has_color”, [object color]). 

When the object has been moved to the destination point 
and is ready for manipulation by the manipulating robot, the 
related triple is shared with smart space by pipeline robot.  

(“Object”, “is_ready_for_manipulation”, 1). 

(“Pipeline”, “has_velocity”, 0). 

V. CONCLUSION 

The paper presents the state-of-the-art of ontology 
matching works and proposes the crowdsourcing approach for 
matching ontology elements of a service-based system. The 
approach allows to implement matching of ontology elements 
with the help of group of people that improves the “on-the-
fly” ontology matching approach. The considered case study 
is based on smart space technology that provides ontology-
based information sharing between different system 
components and implements the ontology matching approach. 
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