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Abstract—The widely use of optical fiber gives rise to the need 
of its protection and intrusion detection. An optical fiber 
system in which the optical path satisfies the structure of 
sagnac loop can easily form a distributed fiber senor. With the 
photo-elastic effect, when intrusion happens, there will be 
optical signals created in the fiber, and with optical and 
electrical methods, one can get the intrusion related signals for 
analysis. After obtaining the signals, we use differential phrase 
demodulation method to demodulate the signals. With the 
demodulated signals, the feature vector of the signals can be 
extracted through time-frequency analysis. Then, supported 
vector machine (SVM) is used to classify 3 different types of 
intrusion. For better accuracy of classification, we use wavelet 
de-noising to do the noise elimination. Field experiments 
showed that the system is reliable and of good accuracy. 

Keywords-fiber sensor; differential phrase demodulation; 
supported vector machine; Time-Frequency analysis; wavelet 
de-noising. 

I.  INTRODUCTION 
Optical fiber now is widely used in our life, such as 

cable television network, telephone switching network, 
Internet, and so on. It permits transmission over longer 
distances and at higher bandwidths than other forms of 
communication. As it is so widely used, it is vulnerable to 
different kinds of intrusion. But, with photo-elastic effect, 
optical fiber can serve as distributed fiber sensor, and this 
creates convenience for fiber intrusion detection and 
recognition.  By processing the signal given by the “fiber 
sensor”, we can get the information of the intrusion, and 
then, we are able to classify intrusion with machine learning 
method. In this paper, Supported Vector Machine (SVM) [1] 
is chosen for classification. 

SVM became popular some years ago for solving 
problems in classification, regression, and novelty detection. 
Compared with the method of neural network [2] and other 
machine learning methods, SVM requires less training 
samples, and this feature meets our requirement in this case. 

In order to improve the performance of classification, 
we focus on the choice of feature vector and noise 
elimination. In Section IV, 17 features are chosen to form 
the feature vector after comparison test. In Section V, 
wavelet de-noising is applied to further enhance accuracy 
rate of classification 

II. METHOD OF SIGNAL ACQUISITION 
To perform the fiber intrusion signal recognition, 

firstly, we should make our optical path satisfy the structure 
of Sagnac loop [3] just by adding a feedback module and an 
interference/multiplexing module to our commonly 
available fiber system. Then, the distributed fiber sensor 
system is formed as follows: 
 

 
Figure 1. Distributed fiber sensor system. 

 
Once intrusion happens, after photoelectric conversion, 

we can get the pair of coherent electrical signals �(�), y(t) 
in the form of (1): 

 

��
(�) = � cos(∆�(�) + �) − � cos�

�(�) = � cos(∆�(�) + �) − � cos�
       (1) 

 
Here, ∆�(�)is the signal that contains the intrusion 

information. A and B are amplitude coefficients. The 
phrases �, � are produced by the interference module [4]. 

Conduct differential, multiplication, and integration 
on �(�) and y(t), we get ∆�(�) with amplitude coefficient 
AB sin(� − �)as follows: 

 
AB sin(� − �)∆φ(�) 

= ���(�) ∗ �(�) − �(�) ∗ ��(�) + 

� cos� ∗ �(�) − � cos� ∗ �(�)              (2) 
 

∆φ(�) is the signal that contains intrusion information, 
which we desire to obtain. 
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III. SUPPORTED VECTOR MACHINE 
SVM became popular some years ago for solving 

problems in classification, regression, and novelty detection. 
It was originally designed for binary classification. In this 
paper, we use one-against-one method [5] to implement our 
multiclass classification problem. An SVM learns the 
decision boundary between two classes by mapping the 
training sample vectors onto a higher dimensional space, 
and then, determining an optimal separating hyper-plane 
[6]-[7], as shown in Figure 2. 

 

 
Figure 2. Optimal separation of two linear separable classes by 

hyper-plane 
In Figure 2, “○” represents the class one and the “□” 

represents the class two. A good choice for classification is 
the hyper-plane that leaves the maximum margin between 
the two classes, where the margin is defined as the sum of 
the distances of the hyper-plane from closest point of the 
two classes, like the �� and �� in the above Figure. 

Considering the training feature vectors of two classes, 
(�� ,��),�� ∈ �� ,�� ∈ �−1,+1�       (3) 

SVM algorithms will find a pair of parallel optimal 
hyper-planes, defined as follows: 

 
��:� = � ∙ � − � = +1
��:� = � ∙ � − � = −1        (4) 

 
to separate the two classes, so that the margin, i.e. the 
distance between two hyper-planes, is the largest. This is the 
sum of the shortest distance 2 ∥ � ∥⁄  from the 
hyper-plane to the closest positive and negative examples. 
The training vectors on the hyper-lanes are called support 
vectors [8]. The hyper-planes are located by solving the 
optimization problem: 
 

min ∥ � ∥� + � ∑ ��          (5) 
 

subject to 
 

� ∙ � − � ≥ +1 − ��
� ∙ � − � ≤ −1 + ��

         (6) 

If �� = 0, the two classes are linearly separable and there 
are no data points between �� and ��. If �� > 0, the two 
classes are not linearly separable; for the data violating the 
maximum margin condition, a penalty controlled by   
C > 0 is given to balance margin maximization and 
classification errors. Using Wolfe duality theory [9], the 
problem can be transformed to the following dual problem: 

max∑ �� −
�
�
∑ ���������� ∙ ���,�

�
�        (7) 

subject to 
∑ ���� = 0�
�                (8) 

0 ≤ �� ≤ C               (9) 

Therefore: 
� = ∑ ������

�
�             (10) 

In the case where a linear boundary is inappropriate, the 
SVM can map the input vector into a high dimensional 
space through function ψ(x), where it can construct a 
linear hyper-plane in the high dimensional space, then 
kernel function can be expressed as 

������� = �(��) ∙ �(��)           (11) 
That is, the dot product in that high dimensional space is 
equivalent to a kernel function of the current space [10]. 

IV. CLASSIFICATION OF INTRUSIONS 
In field experiment, three types of intrusion are 

conducted, namely, Type 1: Excavating with shovel near 
where the cable is buried, Type 2: Beating directly on the 
optical fiber with hand, Type 3: Beating the fiber cable with 
shovel. Examples of the time domain waveforms and 
spectrums of the 3 types of intrusions are shown as follows 
(Figure 3, Figure 4, and Figure 5): 

 
Figure 3. Excavating with shovel (type 1). 
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Figure 4. Beating directly on the optical fiber (type 2). 

 

 
Figure 5. Beating the fiber cable (type 3). 

 
In order to use SVM to do the classification, we must 

first extract the feature vector. In this paper, we do both time 
and frequency analysis to get the feature vector suitable for 
our classification system.  

A. Time domain analysis 
For every frame of data, in time domain, we compute 

the following 5 values as components of feature vector. 
 

(1) Maximum value of signal magnitude  
(2) Minimum value of signal magnitude  
(3) The number of peaks whose height exceed half 

the maximum magnitude 
(4) Average signal magnitude 
(5) The ratio of maximum signal magnitude to the 

average of signal magnitude 

B. Power spectrum analysis 
For every frame of data, we compute its autocorrelation 

function, and then, do FFT (Fast Fourier Transformation) to 

get its power spectrum. We get the following 6 feature 
values: 

 
(1) The frequency of the highest peak in the power 

spectrum 
(2) The height of the highest peak in the power 

spectrum 
(3) The  frequency of  the second highest peak in 

the power spectrum 
(4) The height of the second highest peak in the 

power spectrum 
(5) The ratio of  the height of the highest and second 

highest peak in the power spectrum 
(6) The number of peaks whose height exceed half 

the height of the highest peak in the power 
spectrum 

 
Then, using the energy distribution information we get 

the following 6 feature values. 
 

(1) The ratio of the energy of the highest peak to the 
energy of the whole power spectrum 

(2) (2)-(6): The ratio of energy in frequency bands 
0-99Hz, 100-199Hz, 200-299Hz, 300-399Hz, 
400-499Hz respectively to the energy of the 
whole power spectrum 

 
With the total 17 features, the feature vector can be 

constructed and used for SVM classification. We use these 
features to set the optimal parameters C and G in SVM by 
10 fold cross-validation and Grid method. In Figure 6, the 
blue line has the lowest accuracy, 80%, and the red line 
have the highest accuracy, 93.5%; so, we could select the 
optimal parameters in the red line. After selecting the 
optimal parameters, we could get the final accuracy of 
classification by SVM, like in Figure 7 and Figure 10. 

 

 
Figure 6. The selection of the parameters C and G 
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Figure 7. The result of classification before eliminating noise 

 

TABLE I.  CLASSIFICATION RESULT 

Type 1  Type 2  Type 3  

1 1 2 2 3 3 

1 1 3 2 1 3 

1 1 2 2 2 3 

1 1 2 2 3 1 

1 1 2 2 3 3 

1 1 2 2 3 3 

3 2 3 2 3 3 

3 1 2 2 3 3 

1 1 2 2 3 2 

1 1 2 2 3 3 

 
Figure 7 is result of the classification before 

eliminating noise, and then, we convert it to be a table as the 
Table I. In this Figure, “O” is for label of testing samples 
and “X” is for the prediction label of testing samples. We 
randomly choose 40 samples from each type of intrusion as 
training data, and randomly choose 20 samples from the left 
of each type as testing data. Using one-against-one method 
to do the multiclass classification, in testing samples of 
Type 1, there are two misclassifications that mistake Type 1 
for Type 3 and one misclassification that mistakes Type 1 
for Type 2; in testing samples of Type 2, there are two 
misclassifications that mistake Type 2 for Type 3; in testing 
samples of Type 2, there are two misclassifications that 
mistake Type 3 for Type1 and two misclassifications that 
mistake Type 3. The accuracy of classification is 85%. 

Marking the time domain features as Group 1, power 
spectrum features as Group 2, and energy distribution 
features as Group 3, we, respectively, use Group 1, Group 2, 
Group 3 , Group (1,2), Group (1,3), Group (2,3)’s features 
to consist the feature vector, and conduct training and 
testing with the same data set and method as above. The 
result is shown in Table II: 

TABLE II.  CLASSIFICATION RESULT 

 G1  G2 G3 G1,2 G1,3 G2,3 

accuracy(
%) 

63.3 78.3 76.7 81.6 80 83.3 

 
From the result shown in Table Ⅱ, one can see that 

absence of any group will result in decline of the 
classification accuracy, so, we use 3 groups together to form 
the feature vector. 

V. WAVELET DE-NOISING 
In Section IV, the SVM classification result is not so 

satisfying and we tried to choose some other time-frequency 
features to consist the feature vector, but, the improvement 
is limited. In this situation, de-noising is needed for the 
improvement of our classification. 

In this paper, we adopt the wavelet-based de-noising 
[11]. Firstly, the wavelet transform performs a correlation 
analysis; therefore, the output is expected to be maximal 
when the input signal most resembles the mother wavelet. 
Secondly, if a signal has its energy concentrated in a small 
number of wavelet dimensions, its coefficients will be 
relatively large compared to any other signal or noise that its 
energy spread over a large number of coefficients. Thirdly, 
shrinking the wavelet transform will remove the low 
amplitude noise or undesired signal in the wavelet domain, 
and an inverse wavelet transform will then retrieve the 
desired signal with little loss of details. 

The noise in the signals �(�), �(�) in (1), that we get 
after photoelectric conversion, has similar properties as 
white noise, so, as the most popular method for white noise, 
de-noising, wavelet de-noising is used in this paper. 

We use soft-threshold, choose sym8 in the Symlets 
family [12], as our wavelet base and do 6 level of 
decomposition. The choosing of wavelet base and the depth 
of decomposition level is a compromise between de-noising 
performance and efficiency [13]. Figure 8 and Figure 9 
show the de-noising results of time and frequency domain, 
respectively. 
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Figure 8. Time domain comparison. 

 
Figure 9. Spectrum comparison. 

 
Using the same feature vector, same training and test 

data set as in Section IV, we get the following SVM 
classification result. 

 

 
Figure 10. The result of classification after eliminating noise 

TABLE III.  CLASSIFICATION RESULT WITH DE-NOISING 

Type 1  Type 2  Type 3  

1 1 2 2 3 3 

1 1 2 2 3 3 

1 1 2 2 3 3 

1 1 2 2 3 1 

1 1 2 2 2 3 

1 1 2 2 3 3 

1 2 2 2 3 3 

3 1 2 2 3 3 

1 1 2 2 3 3 

1 1 2 2 3 3 

 
Figure 10 is result of the classification after eliminating 

noise, and then, we convert it to be a table, as the Table III. 

In this Figure, “O” is for label of testing samples and “X” is 
for the prediction label of testing samples. The accuracy of 
classification reaches 95%. From the comparison of the 
results of two trials (one with wavelet de-noising and one 
without), we can see that wavelet de-noising is quite 
effective for the improvement of classification accuracy. 

VI. CONCLUSION AND FUTURE WORK 
In this paper, we focused on the improvement of 

performance of SVM-based fiber intrusion signal 
recognition system. Three different types of intrusion are 
experimented, and kinds of time-frequency features are tried 
to serve as components of feature vector for SVM. Finally, 
17 kinds listed in Section IV are chosen. Wavelet de-noising 
is used to enhance the performance of classification, and the 
improvement is obvious. Further research is needed to 
improve the composition of feature vector and find better 
de-noising methods to make the classification more 
accurate. 
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