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Abstract - Computational methods have become an important 
tool in the analysis of medical data sets. In this paper, we apply 
three optimisation-based data mining methods to the following 
data sets: (i) a cystic fibrosis data set and (ii) a tobacco control 
data set. Three algorithms used in the analysis of these data 
sets include: the modified linear least square fit, an 
optimization based heuristic algorithm for feature selection 
and an optimization based clustering algorithm. All these 
methods explore the relationship between features and classes, 
with the aim of determining contribution of specific features to 
the class outcome. However, the three algorithms are based on 
completely different approaches. We apply these methods to 
solve feature selection and classification problems. We also 
present comparative analysis of the algorithms using 
computational results. Results obtained confirm that these 
algorithms may be effectively applied to the analysis of other 
(bio)medical data sets. 

Keywords – data mining; optimisation; cystic fibrosis; 
tobacco control. 

I. INTRODUCTION 
Optimization plays a fundamental role in designing 

efficient data mining techniques. For example, the support 
vector machine algorithms are among the most efficient data 
classification techniques [7]. Such techniques have been 
applied to medical data sets over the last two decades to 
solve wide range of problems including feature selection, 
data classification and prediction problems. Despite of 
significant developments in this area there is still a lot of 
evaluation work to be performed due to the fact that medical 
data sets are diverse and it is difficult to formulate a unique 
criterion for all of them. Comparison of specific medical 
data sets was done in [5, 8,18,19, 23]. 

In this paper, we present the results of application of 
three optimization-based data mining algorithms to two 
different data sets: the CF (Cystic Fibrosis) data set [14] and 
the Tobacco Control data set [12,13]. These algorithms can 
be applied to solve three different problems of data mining: 
data regression, data classification and clustering. All three 
algorithms are based on nonlinear models, and therefore, 
can detect nonlinear relationships between both features and 
instances. Data sets used in evaluation are completely 
different which helps to have a clear picture about efficiency 
and accuracy of algorithms used in the comparison. 
Moreover, such data sets have not been thoroughly studied 
using data mining techniques. 

The paper is organized as follows. Section II describes 
the two data sets used for the analysis, Section III briefly 
describes the algorithms and Section IV presents the results 
obtained by applying these algorithms to the data sets. 
Section V concludes the paper. 

II. DATA SET DESCRIPTION 

The two data sets for analysis in this paper are the Cystic 
Fibrosis and Tobacco Control. These are described in more 
detail in this section. 

A. Cystic Fibrosis data set 
Cystic fibrosis is the most common fatal genetic disorder 

in the Caucasian population [11]. Clinical scoring systems 
for the assessment of Cystic fibrosis disease severity have 
been used for almost 50 years without being adapted to the 
milder phenotype of the disease in the 21st century [9,11,14, 
20]. A fresh approach is needed for the development of 
comprehensive CF disease severity scales, which may be 
used as a disease predictor. The goal is to develop a scoring 
system to assess the longitudinal process of Cystic Fibrosis. 

We propose to develop a new clinical scoring system by 
employing various statistical tools and optimisation 
methods. We previously identified an approach for 
developing a disease severity scale [14]. We now propose to 
refine this scale by using a hybrid model combining 
mathematical optimisation and data mining approach. We 
evaluate mathematical optimisation methods that can be 
used for the solution of feature selection problems. The 
advantage of these methods is that they allow one to 
consider datasets with an arbitrary number of classes. 

The evaluation is based on the Cystic Fibrosis database 
from the cohort at the Royal Children’s Hospital in 
Melbourne. The data base contains 212 subjects, with 69 
features and 3 expert defined or 5 CAP defined classes. The 
methods applied to this data set are the Linear Least 
Squares Fit (LLSF) [21, 22] and the Heuristic Algorithm for 
Feature Selection [1,2,3]. Both of these methods explore 
relationships between features and classes. They allow to 
analyse data sets with an arbitrary number of classes. Our 
results show that the methods applied are helpful to 
determine the contribution of features to the effectiveness of 
disease severity classification, which is the main point for 
developing a clinical scoring system. The results obtained 
can be used in preparatory work for clinical trials. However, 
more data points are needed to finalize a clinical score, by 
re-running these methods in the larger data set.  
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B. Tobacco Control data set 
Smoking is one of the leading causes of death around the 

world and as such, control of tobacco use is an important 
global public health issue [10]. The large detrimental  
impact, that smoking already has on a public health  has the 
potential to become even greater as the population 
worldwide ages and dementia prevalence increases. 
Controlling tobacco smoking and determining effective 
policies is difficult because of the complexity of human 
nature. Nevertheless, there have been numerous attempts to 
describe and understand the effectiveness of tobacco control 
policies to smokers' quitting behaviour. Linear regression 
and logistic regression are currently very popular statistical 
techniques for modelling and analysing complex data in 
tobacco control systems [24]. However, in tobacco markets, 
numerous inter-related factors interact with tobacco control 
policies in non-trivial fashion, such that policies and control 
outcomes are non-linearly related. The use of linear and 
logistic regression is therefore fundamentally limited due to 
their inability to deal with these complex relationships. 
Compared with traditional statistical techniques, 
optimization-based methods have the potential to be more 
effective analysis tools of complex tobacco control systems.  
The Tobacco Control data set was collected in Australia for 
studying and evaluating the psychosocial and behavioural 
impact of diverse tobacco control policies to smokers’ 
behaviour. This data set was collected in the frame of ITC 
project [6, 15, 17] and is shown in Figure 1. 

 

 
Figure 1.  Description of Tobacco Control data set. 

 The data set was used to evaluate the optimization-
based approaches in data mining [12, 13]. The aim of the 
exercise was to find clusters of smokers with similar beliefs 
about quitting for predicting the rate of quitting attempt. We 
apply the following optimization-based algorithms to the 
tobacco control data: the Linear Least Squares Fit (LLSF), 
the Heuristic Algorithm for Feature Selection, and the 
Modified Global k-means Algorithm [4]. We have obtained 
some promising preliminary results for covering potential 
solutions in tobacco control. A brief description of 
algorithms is given below 

III. ALGORITHM DESCRIPTION 

The three algorithms used in this paper are now 
described in more detail. 

A. The Linear Least Squares Fit (LLSF) 
Let M  be the number of all features and C be the 

number of classes. Data is given in the form of two 
matrices. Matrix ,,...,1,,...,1),( MjNiaA ij ===  
where N is the number of samples. Matrix 

,,...,1,,...,1),( CkNibB ik ===  where vector 

),...,( 1 iCi bb describes class information for the 

row/sample i; 1=ikb  if sample i belongs to class k and 

0=ikb  otherwise. Consider the matrix 

,,...,1,,...,1),( CkMjxX jk === that describes the 
relationships between features and classes. LLSF aims to 
find matrix X by minimizing the function

2||||)( BAXXf −= . 
Take any feature p and eliminate it from the list of 

features. Denote 
MppjNiapA ij ,...,1,1,...,1,,...,1),()( +−===

and 
.,...,1,,...,1,1,...,1),()( CkMppjxpX jk =+−==

 Let 
* 2( ) arg min{ || ( ) || : ( ) }M CX p AX p B X p R ×= − ∈

Matrix )(* pX  can be used to predict all samples 
Ni ,...,1=  using all features except p: 𝑗 = 1, … ,𝑝 −

1, 𝑝 + 1, … ,𝑀. Denote the average accuracy obtained in 
this way by  𝐸(𝑝). Clearly, the inequality 

)()( 21 pEpE <  for some features 1p  and 2p  means 

that the accuracy decreases more if we eliminate feature 1p  

rather than 2p . Therefore, we can say that feature 1p  is 

more important than 2p ; we write in this case 21 pp  , 
arranging all features in a way that:  

)(.....)()( 21 MjEjEjE ≤≤≤ we obtain the order of 
features by their importance in ascending order 

Mjjj  ....21 . 
Previously, we applied LLSF to the data set on Cystic 

Fibrosis [14]. Our preliminary results show that the methods 
applied are helpful in developing a clinical scoring system 
on Cystic Fibrosis. 

B. Heuristic Algorithm for Feature Selection 
This algorithm for the solution of the feature selection 

problem is based on techniques of convex programming [2] and 
allows one to consider data sets with an arbitrary number of 
classes. We consider feature selection in the context of the 
classification problem. The algorithm calculates a subset of 
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most informative features and a smallest subset of features. The 
first subset provides the best description of a dataset whereas the 
second one provides the description which is very close to the 
best one. A subset of informative features is defined by using 
certain thresholds. The values of these thresholds depend on the 
objective of the task.  

The purpose of the feature selection procedure is to find the 
smallest set of informative features possible for the object under 
consideration, which describes this object from a certain point of 
view. The following issues are very important for understanding 
the problem: 

• It is convenient to consider (and define) informative 
features in the framework of classification. In other 
words it is possible to understand whether a certain 
feature is informative for a given example if we compare 
this example with another one from a different class. 

• Our goal is to find a sufficiently small set of informative 
features and to remove as many superfluous features as 
possible. Note that this problem can have many different 
solutions. 

• It follows from the above that the set of informative 
features, which describe a given object, is a categorical 
attribute of this object. This is also a fuzzy attribute in a 
certain informal sense. It leads to the following heuristic 
conclusion: it is useless to apply very accurate methods 
in order to find this set. However, if we use heuristic (not 
necessarily very accurate) methods we need to have 
experimental confirmation of the results obtained. 

This algorithm proceeds as follows. First, we find centres of 
each class and remove a feature which gives a smallest distance 
among all features. Using any classification method we 
compute classification accuracy with the rest of features. Then, 
we update the centres with one removed feature and remove 
again the closest feature and apply again the classification 
method. If the classification accuracy is reduced significantly, 
we stop and accept the rest of the features as the most 
informative. Otherwise, the algorithm continues. The 
"significant" reduction in accuracy is defined by the user. In our 
calculations this reduction is 1%. 

C. Modified Global k-means Algorithm 
Cluster analysis, also known as unsupervised data 

classification, is an important subject in data mining. Its aim 
is to partition a collection of patterns into clusters of similar 
data points. In cluster analysis we assume that we have been 
given a finite set of points A in the n-dimensional space nR , 
that is { }maaA ,...,1= , where miRa ni ,...,1, =∈ . 
There can be different types of clustering. In this paper, we 
consider the hard unconstrained partition clustering 
problem, that is the distribution of the points of the set s A
into a given number k of disjoint subsets kAA ,...,1  with 
respect to predefined criteria such that: 

1) ;,...1, kjA j =∅≠  

2) ;,,...1,, ljkljAA lj ≠=∅=  

3)
 

;
1

j
k

j

AA 
=

=
 

4) no constraints are imposed on clusters .,...1, kjA j =  
The sets ;,...1, kjA j =  are called clusters. We assume 

that each cluster jA  can be identified by its centre (or 
centroid) .,...1, kjRx nj =∈  Then the clustering 
problem can be reduced to the following optimisation 
problem (see [1, 2]): 

find a collection ),...,(
1 p

xxx =  of n-dimensional vectors, 
which is a solution to the following problem: 

2

1 ,...,1

1 min),...,(min ij
m

i pj

p axxxf −= ∑
=

=
 
subject to

.,...,1, pjRx nj =∈  (1) 
Here, ‖. ‖ is an Euclidean norm. The problem (1) is also 

known as minimum sum of squares-clustering problem [16]. 
It is assumed that a given set of points contains p clusters 

and the solutions 
p

xx ,...,
1

 to the problem (1) are the 
centres of these clusters. 

IV. RESULTS AND DISCUSSION 

A. Cystic Fibrosis Data Set 
Statistical approaches were tested on the Cystic Fibrosis 

database from the cohort at the Royal Children’s Hospital in 
Melbourne. After data preparation which included expert-
opinion of an individual’s clinical severity on a 3 point-scale 
(mild, moderate and severe disease), two multivariate 
techniques were used to establish a method that would have 
a better success in feature selection and model derivation. 
The methods were Canonical Analysis of Principal 
Coordinates (CAP’) and Linear Discriminant Analysis. A 3-
step procedure was performed which included selection of 
features, extracting 5 severity classes from the 3 original 
classes as defined by medical experts and establishment of 
calibration datasets. 

Two different methods, based on optimisation 
techniques have also been used for the solution of the 
feature selection problems. These methods are the Linear 
Least Squares Fit (LLSF) and the Heuristic Algorithm for 
Feature Selection. Since the data was already broken up into 
a number of classes the Modified Global k-means Algorithm 
was not used on this data set. We apply all methods to the 
data set containing 212 subjects, with 69 features and 3 
expert defined classes or 5 CAP defined classes. The results 
are shown in Table 1. The methods are enumerated as 
follows: LLSF-1, Feature Selection-2, Statistical-3. 

All three methods (1, 2, 3) indicate that the following 
features are the most significant: 
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TABLE I.  CYSTIC FIBROSIS SIGNIFICANT FEATURES 

Method Significant Features 

1, 2, 3 19,21,29,30, 31, 35, 47 

1, 2 18,22,23, 26, 32,40, 41,48, 49, 50, 51, 55, 57 

Information from Table 1 can be used in clinical 
practice. The highest preference should be given to the 
features in the first line, since they have been confirmed by 
all three methods. The features can be identified in the data 
set through the codes shown in Table 2. 

TABLE II.  CYSTIC FIBROSIS FEATURE CODES 

Feature Code Feature Code 
19 NORESP 26 NTSURG4 
21 NODAYS 32 CULTandBMI 
29 FEV1P 40 ANTIBO 
30 FVCP 41 ANTIBO 
31 FEFP 48 THERAP2 
35 BMIPCT 49 THERAP3 
47 HERAP1 50 THERAP4 
18 NOVIS 51 THERAP5 
22 HTCOUR 55 NSUP1 
23 HTDAYS 57 LTOXYYNU 

Table 2 provides all the significant features that have 
been identified. The meaning of the features can be found 
from the data base of the Royal Children Hospital and is not 
included here. 

Our preliminary results show that the optimization 
methods applied are helpful in developing a clinical scoring 
system. However, more data points are needed to finalize a 
clinical score, by re-running  methods in the larger dataset. 

B. Tobacco Control Dataset 
As a preliminary work, we applied the Linear Least Squares 

Fit, the Heuristic Algorithm for Feature Selection and the 
Modified Global k-means algorithms to the four data sets 
containing: 

• Data set 1 – 1458 subjects, with 71 features 
• Data set 2 – 1477 subjects, with 69 features 
• Data set 3 – 1260 subjects, with 60 features  
• Data set 4 – 1350 subjects, with 60 features  

 
1) Linear Least Squares Fit 
Results obtained by LLSF algorithm for Data Set 1 are 

illustrated in Figure 2. This figure shows dependence of the 
classification accuracy on the number of features. One can see 
that this algorithm does not allow one to find the subset of most 
informative features. 

 
Figure 2.  Results for Data Set 1 using LLSF algorithm. 

2) Heuristic Algorithm for Feature Selection 
Illustrations of numerical results of applications of the 

Heuristic Algorithm for Feature Selection to the Data Sets 
1, 2 and 3 are shown on Figures 3-5 below. These figures 
show dependence of the classification accuracy on the 
number of features. 

 

 
Figure 3.  Results for data set 1 using Heuristic Feature Selection 
algorithm. 

Figure 3 shows features obtained from the first survey. The 
red line shows the smokers with no intention to quit, with 
features 67 and 65 having maximal and minimal accuracies 
respectively. The blue line shows features associated with 
smokers with the intention to quit. This time the behaviour 
is reversed with the minimal accuracy for feature 67, and the 
maximal accuracy for feature 65. In general, the two feature 
sets exhibit complementary behaviour. 
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Figure 4.  Results for data set 2 using Heuristic Feature Selection 
algorithm. 

Figure 4 shows features obtained on the data from the 
second survey. The same maximal and minimal features are 
obtained for both datasets as in the previous case, however, 
in contrast to the data of the previous survey, the observed 
fluctuations in feature accuracy is much less pronounced. 

 
Figure 5.  Results for data set 3 using Heuristic Feature Selection 
algorithm. 

Figure 5 shows features obtained on the data from the 
third survey. This time the maximal feature for smokers 
with no intention to quit (red line) is 57 and the minimal 
feature is 44. For smokers with the intention to quit (blue 
line) the maximal feature is 44 and the minimal feature is 
57. The figure once again shows complementary behaviour 
of these feature sets. At the same time however, the 
increased difference between the two feature sets, compared 
to previous sets, is apparent. 

Some examples of the meanings of the significant 
features for quit attempt: 

• 5 - Thoughts about danger of smoking 
• 7 - Thoughts about harm to self 
• 35 - Confidence to quit smoking 
• 37 - Perception of quitting difficulty 
• 66 - Disapproval of smoking in society 
• 36 – How easy or hard to stop smoking permanently  

 

The results obtained allow us to draw the following 
conclusions: 

• Heuristic Algorithm for Feature Selection revealed 
complementary pattern of features for quitters and 
non-quitters 

• Overlapping features are likely to be important in 
tobacco control programs 

As a result of the feature selection algorithm we found a 
number of significant features, associated with quit 
attempts. The features in the neighbourhood of the maximal 
point can also be considered to be associated with quit 
attempts, with a reasonable level of accuracy. The 
maximum accuracy attained is 67.24. The list of smokers’ 
response to the most significant questions in predicting the 
rate of quitting attempt is shown in Table 3. 

 

TABLE III.  TOBACCO CONTROL DATA SET SIGNIFICANT FEATURES 

Data Set Significant Features 
Data Set 1 5, 7, 35, 37, 66 
Data Set 2 35, 37, 36 
Data Set 3 35, 37, 36 
Data Set 4 35, 37 

 
These findings have demonstrated that the most 

significant features for pushing smokers to make a quit 
attempt are focused on the following aspects: knowledge 
about the harm of smoking, worry about health, confidence 
about quitting and addiction to smoking. Our findings are 
consistent with those that we have found before using other 
methods. Our methods have answered that smokers’ 
motivations, knowledge about harm of smoking, beliefs 
about quitting and so on are key factors for making a 
quitting attempt. If we consider 64 to be sufficiently 
accurate, then the number of significant features increases.  

3) Modified Global k-means Algorithm 
Computational results to the Australian tobacco control 

data set can be summarized as follows: 
• The modified global k-means algorithm allows one 

to find global or near global solutions to the 
clustering problems in the tobacco control data set. 

• Results demonstrate that the modified global k-
means algorithm detects correct number of clusters 
and the further reduction of the tolerance ε>0 do not 
lead to the increase of the number of clusters. This 
means that the modified global k-means algorithm is 
able to find stable cluster structure of the tobacco 
control data set. 

• The clustering algorithm allows one to find stable 
clusters in the data set and these clusters do not 
change as the number of clusters increases. 
Moreover, we demonstrate that the cluster structure 
is not changing if one removes stable clusters one by 
one. This structure changes only when all stable 
clusters are removed from data set.  

Our results show that the modified global k-means 
algorithm is efficient and robust for solving clustering 
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problems in the tobacco control data sets. Future work in 
this area includes classification of the set of clusters 
associated with each data set. Our methods aim to answer a 
key question: “How can we predict the response of smokers 
within the clusters to tobacco control policies?” Compared 
with the traditional statistical techniques, the new methods 
have potential to become a good theoretical and 
methodological framework for modelling and analysing 
complex tobacco control systems. The results of analysis of 
the given data set are most likely to develop new models for 
a new survey, more accurate than the previous one. 

 

V. CONCLUSION 
We evaluated three optimization-based data mining 

methods on two distinct medical data sets. The Cystic 
Fibrosis is a medical data set built around measurements of 
disease severity. The results show that all three methods 
worked equally well and may consequently be used for 
analysis of similar medical data sets. 

The Tobacco Control data set is a massive survey for 
studying and evaluating the psychosocial and behavioural 
impact of diverse tobacco control policies to smokers from 
many countries. This kind of data sets tend to be noisy and 
the design of the survey may not be optimally suited to 
evaluate the accuracy of the outcome. The results 
demonstrate that the LLSF is very sensitive to the noise 
whereas other two optimization-based methods (both 
clustering and classification) perform well in the analysis of 
these types of data sets. More informative data sets enriched 
by health parameters will help to find the links from 
smoking to the risk of diseases such as dementia, stroke, 
lung cancer, vascular dementia, oxidative stress and 
inflammation. The reference to the research outcome could 
greatly impact the health choices of smokers.  

We conclude by noting the usefulness of optimisation-
based methods (both clustering and classification) in the 
analysis of distinct types of medical data sets. 
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