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Abstract—This paper presents a comprehensive system model
for goodput maximization with quantized feedback in Ultra-
Reliable Low-Latency Communication (URLLC), focusing on
dynamic channel conditions and feedback schemes. The study
investigates a communication system, where the receiver provides
quantized channel state information to the transmitter. The
system adapts its feedback scheme based on reinforcement
learning, aiming to maximize goodput while accommodating
varying channel statistics. We introduce a novel Rician-K factor
estimation technique to enable the communication system to
optimize the feedback scheme. This dynamic approach increases
the overall performance, making it well-suited for practical
URLLC applications where channel statistics vary over time.
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I. INTRODUCTION

Ultra-Reliable Low-Latency Communication (URLLC) sys-
tems are facing the challenge of achieving reliability with max-
imum data transmission rates while dynamically responding to
fluctuating channel conditions. In this context, goodput, which
represents the rate of successful information transmission,
is a key metric for evaluating overall system performance.
Optimizing goodput emphasizes the significance of feedback
mechanisms. These mechanisms let the transmitter adapt its
transmission strategies efficiently [1].

A. Related Work

Various research explored scenarios where partial Channel
State Information (CSI) is available, aiming to reduce system
overhead compared to full feedback approaches. In [2], a
more systematic feedback approach is explored, focusing on
quantized CSI. Kim et al. [3] investigate wireless commu-
nication systems with partial CSI transmitted over an error-
free quantized feedback channel in the asymptotic regime,
proposing an adaptive feedback scheme to maximize goodput.
Recently, advancements in finite blocklength regime for low-
latency communication applications have been studied in [4].

On the other hand, significant advancements in URLLC with
feedback systems have been highlighted in recent years. [5]
addresses URLLC downlink transmission quality challenges
ensuring reliability and flexibility in feedback transmission.
Authors in [6] introduce Deep-HARQ, an Al-driven algorithm
optimizing the interface design for URLLC, significantly re-
ducing link latency. Furthermore, enhancements in downlink
link adaptation for URLLC to improve the channel quality
while enhancing system-level performance are presented in
[7]. These contributions mark significant advancements in
reliable URLLC systems with feedback mechanisms [8].

skoglund@kth.se

B. Motivation and Contributions

In this study, we assume a quasi-static fading channel
where the channel coefficient h remains constant during
transmission but varies over different codewords. One of the
primary performance metrics in quasi-static fading channels
is the system’s overall goodput, which can be assessed by the
expected rate achieved across a substantial number of packet
transmissions with varying transmission rates. This scenario
requires a feedback mechanism to transmit the current CSI
to the transmitter. Therefore, we propose a system model
that investigates the optimum quantized feedback scheme
with the purpose of maximizing the overall goodput of the
communication system. To extend the existing research, it is
also assumed that the channel statistics vary over time due
to factors such as mobility and scattering. For this purpose,
a Rician distributed channel model is taken into account with
an unknown shape factor, which will be defined in the next
section.

The foundation of the proposed study lies in a two-part
system. The contributions in the current paper can be listed as

o First, we introduce a novel technique for estimating
the Rician-K factor, which characterizes the channel’s
shape factor. This estimate serves as a key input for the
second part, where Reinforcement Learning (RL)-based
strategies for quantized feedback scheme selection are
applied.

o In the second part, we propose a novel RL-based search
algorithm to design an adaptive feedback scheme. RL
offers a flexible approach to learning and adapting to
varying communication environments.

Our approach enables transceivers to dynamically adapt feed-
back strategies to current channel conditions, thereby max-
imizing goodput. This model offers a practical solution for
dynamic channel adaptation which is crucial for evolving
wireless technologies and the increasing demand in next-
generation industrial communications for URLLC in the up-
coming beyond-5G era.

The remainder of the paper is organized as follows: Section
I details the system model and the definition of the problem,
considering the varying channel statistics. Section III intro-
duces our novel learning-based Rician-K factor estimator. In
Section 1V, we present and review the RL-based quantized
feedback scheme. Section V provides a performance evalua-
tion of the proposed system, and Section VI concludes the

paper.
II. SYSTEM MODEL

We consider the discrete-time complex baseband wireless
communication system in which the transmitter transmits
a codeword over a quasi-static fading channel, where the
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complex-valued channel coefficient / is an independent and
identically distributed (i.i.d.) random variable according to
some distribution but remains constant over the codeword
transmission. For the sake of the focus of the study, it is
assumed that the receiver has perfect knowledge of h and
transmits this information back to the transmitter via an error-
free quantized feedback channel.

In such a communication environment, the received signal
y can be expressed as

y=hr+z (D

where  and z represent the transmitted codeword and com-
plex Gaussian noise vector where the samples are i.i.d. and
z; ~ CN(0,1), where z; represents the ith component of z.

Let v denote the i.i.d. channel magnitude which is deter-
mined as v = |h|, where 7 can be defined as a continuous
random variable with its corresponding Probability Density
Function (PDF), p(~), and Cumulative Distribution Function
(CDF), P(7). In this study, it is assumed that both p(7y) and
P(~y) are continuous and p(y) > 0 over 0 < v < o0.

A. Feedback Channel

It is considered that the receiver divides the positive real
line into A number of quantization regions and applies a
deterministic index mapping on the channel magnitude

L(y) =1 for y € [\, Aiya), )

wherel = 0,1,--- ,A—1and \y = 0 and Ay = oco. Afterward,
the selected index, [, is transmitted back to the transmitter over
the error-free feedback channel. Therefore, CSI is partially
known to the transmitter.

After receiving the partial CSI, the transmitter selects a
transmission rate, described as r;, which can be defined as the
selected rate for the /th quantized region, with the mission of
maximizing the goodput of the communication system, which
is the maximization of the overall correctly received informa-
tion rate. For instance, the goodput of a communication system
with constant transmission rate r and error rate € is

G=r(l—e). 3)

B. Problem Definition

The instantaneous channel capacity, for a given channel
magnitude  with SNR P, is

C(y) = log(1 +~°P). 4)

Suppose A = oo, which represents perfect CSI at the transmit-
ter, the maximum achievable goodput is the ergodic capacity
since it is possible to match the transmission rate to C(v).
Thus,

oo = / (V) (). )
0
On the other hand, if A = 1, which means no CSI at the

transmitter, the maximum achievable goodput can be found
by solving the following optimization problem

Gp=1 = max / rp(7y)dy. (6)

r>0 2T —1
2 2

When A € [2,00), determining the maximum achievable
goodput value becomes a challenging task. Consequently, the
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Figure 1. The proposed system model.

objective becomes identifying the optimal ); and r; configu-
rations that maximize the long-term goodput.

Suppose 7y is the reconstruction point of the /th quanti-
zation region and the transmitter selects ] = C(~]) as the
transmission rate. For a given channel realization -y, where
Al < v < Aj41, we know that as long as

ri <log(1++*P) = C(v), (7)

error-free transmission is possible. Otherwise, the commu-
nication is in outage. Thus, once the 7;s and 7]s for [ =
1,2,--- , A are estimated, the overall outage probability of
such a communication system is

A-1

> (POT) = P(N))- (®)

=0

Therefore, the optimum selections of \;s and 7;s can be found
by solving the following optimization problem

A—1
max Y rf(P(A1) = P(3))) (9a)
] ,)\l,'yl e
st. 0 <N\ < < ANy1 < o0 (9b)

This problem has been studied in [3], [4], and [9], and it
was shown that optimum rj’s can be achieved by setting r; =
C()\;) and quantization levels, \] for [ =1,2,--- ,A—1, can
be found by solving the following equation with an iterative
algorithm

PO = POG) + (54 ) s 108 (157 )

1+ X P
(10

C. Varying Channel Statistics

Notice that the channel statistics are assumed to be fixed
in the optimization problem above. In this paper, we extend
these results by letting the channel statistics vary over time.

It is assumed that h ~ C'N(u,0?), with slowly varying p
over time. Since h ~ C'N(u,0?), the channel magnitude, v,
is Rician distributed random variable with varying K -factor,
which represents the shape parameter of the distribution and
can be defined as the power ratio of the line-of-sight signal
power to the remaining multipath and is expressed as [10]

K = u*/o*. (11)
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This assumption is broader and more realistic for many real-
world applications where the channel statistics change due to
mobility, scattering, etc. In our analyses, we assumed that p
remains constant for 200 channel realizations and then changes
to a new value.

For this purpose, we divide the proposed method into
two parts: ¢) Rician-K factor estimation and ¢:) RL-based
quantized feedback scheme selection. In the first part, we
introduce a novel technique for estimating the Rician-K factor.
The estimate obtained in this initial phase serves as an input for
the subsequent part, where an RL-based strategy is employed
to dynamically select and update the feedback scheme to
optimize the overall goodput of the communication system,
aligning it with the current channel statistics. The proposed
system model is shown in Fig. 1.

In Fig. 1, it is worth highlighting the presence of two distinct
feedback channels. The first feedback channel, depicted with
a solid line, serves as the quantized feedback channel and
is utilized in each transmission of a codeword. In contrast,
the second feedback channel, indicated by a dashed line,
plays a unique role during the training phase, specifically
for transmitting updated transmission rates associated with
quantization level [. It is important to emphasize that this sec-
ondary feedback channel is not employed in every subsequent
transmission; rather, its usage is triggered by the decision
made by the RL-based feedback scheme to update r;, as
will be discussed in Section IV. In this way, the transmitter’s
knowledge is restricted to the selected transmission rate r;
for each [, which minimizes the need for additional data
transmission during training since all learning algorithms are
implemented at the receiver. This also contributes to reducing
the overall computational load on transceivers, which is a
crucial factor for mitigating the latency due to computational
processes [11] and [12].

III. LEARNING-BASED ESTIMATOR FOR RICIAN-K
FACTOR

Rician-K factor estimation is a well-studied topic in the
literature. Moment-based and maximum-likelihood estimators
have been presented in [10], [13]. Here, we first introduce the
moment-based estimators and then present our findings.

The PDF of the channel magnitude ~ is given by

2 —(v% 4 2 2
p(y) = %eXp (7(7 5 & ))Io(if),
g g ag

where I, (-) is the modified Bessel function of the first kind
with order z. By using the first few raw moments of Rician
distribution [14], the following estimators can be found after
some straightforward mathematical steps

(12)

mq 1 T

Jms 2\ K+ L (5, (13)
my (2K+1)
= T (14)
me _ K2(5K*9)
w3 = T (15)

where L1 (K) is the Laguerre polynomial, defined as

4 (K) = exp (_1;) ((K 1)l (IQ{) + KL (I;) ,

(16)

L

and m; represents the ¢th raw moment. By using the estimators
above, an estimate of K is obtained numerically by computing
the empirical moments and solving the nonlinear equations
presented, where a close approximation for the Laguerre
polynomial can also be used as in [15].

In this study, we extend these results and propose a novel
moment-based learning model for Rician-K estimation. In this
proposed method, we employ a more comprehensive set of
features unlike the already presented studies in the literature
[16], which uses the traditional amplitude samples directly.
Specifically, we extract the first ten empirical moments of
the Rice-distributed random variable as input features. These
moments include the empirical mean, variance, skewness, and
kurtosis.

The idea behind using these moments as input features is
because of their ability to capture the underlying statistical
characteristics of the Rician random variable ~y. This approach
offers a more detailed and informative representation of the
channel compared to conventional moment-based estimators,
which often rely only on a few moments. Our learning-
based approach is based on the eXtreme-Gradient-Boosting
(XGBoost) regression model, which has gained popularity in
various domains for its capability to handle complex relation-
ships with high-performance predictions [17]. Other learning
algorithms such as linear regression, histogram-based gradient
boosting regression, random forest regressor, cat-boost regres-
sor, etc. are also investigated. We skipped their results since
their overall performance was worse than XGBoost.

A. Pre-processing

Notice that the number of inputs of the proposed learning-
based method does not change with the number of samples
collected, which makes the proposed method easily scalable.
On the other hand, identifying the number of samples, N,
while computing the empirical raw moments becomes a sig-
nificant design problem. To find the best selection, we have
tested various N values and saw that the best performance is
obtained when the training dataset is comprised of N = 100.
However, similar performance results can be achieved with
selections of N > 50 since XGBoost uses a learning rate
to control the model’s parameter updates during training [18],
which aims to prevent overfitting while maintaining a low bias
and ensuring that the model generalizes well to unseen data.

B. Performance Comparison

To test the performance of the proposed method, we resorted
to Monte Carlo simulations and compared the results. For this
purpose, a training dataset comprising 10° Rician-K factors
is created. This dataset contains a range of K values, limited
within 0 < K < 100, and was appended with their respective
empirical raw moments, which were computed from randomly
generated samples, with each dataset comprising N = 100
samples. Even though we set a constant N for the training
dataset, we test the performance of the learning-based estima-
tor with various N values, which are N = {25,50,10%,10}.
On the other hand, we select the estimator formulated in (13)
as the moment-based estimator due to its leading performance
against (14) and (15) since it uses the advantage of the lower
order moments [10].

A comparison of the results is presented in Fig. 2, where
the sample mean of the predicted K values, K, are depicted
with upper and lower limits of the confidence region, which is
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Figure 2. Sample mean and sample confidence region of the two estimators, namely moment-based and learning-based estimators. Results have been depicted

for N = {25, 50, 100, 1000}. (

calculated as the +£2xstandard deviation of K. Although the
estimators are capable of detecting higher K values, we limit
the horizontal and vertical axes between [0 — 20] to have a
better look at the differences between the estimators.

The key observation derived from Fig. 2 is the remarkable
superiority of the learning-based estimator in comparison to
the moment-based estimator across all choices of V. Interest-
ingly, the learning-based estimator exhibits better performance,
even at N = 25, compared to the moment-based estimator’s
results at N = 102. Furthermore, the learning-based estimator
achieves nearly perfect estimations when N = 103.

IV. REINFORCEMENT-LEARNING BASED QUANTIZED
FEEDBACK SCHEME SELECTION

In this section, we focus on finding the optimum feedback
scheme, such as selecting the best A;s and 7;s, to maximize
the overall goodput of the system. As mentioned in the
previous chapter, we use an RL-based search algorithm since
the proposed methods in the literature cannot adapt to variable
channel statistics.

Let us first denote the optimum selections as A/ and ;.
It is shown in [3] that the optimum goodput is achieved
by assigning the r; = C(A}). Thus, one can simplify the
optimization problem by omitting the r; variables. Next is
the discritization process of the quantization regions. For this
purpose, we define a finite number of values for \;s and
reformulate the optimization problem in (9) as

A-1
nax ri(P(Aig1) — P(m)) (17a)

BT =
st. 0< << )\l+1 < 00, (17b)
AL ES, (17¢)

where S represents the set of finite number of selections.
With this reformulation, the solution becomes a sequential

) Sample mean. (- - -) Upper and lower limits of the confidence region. (— —) Reference line.

search and can be modeled as a Markov decision process and
therefore can be solved with RL [19].

A Markov decision process consists of four elements, such
as the environment, state space S, action space A, and reward
space €). In more detail, at each time step ¢ (or at each
iteration) the process is in state s; € S and makes a decision
and chooses an action a; € A. A reward w; €  is
observed after taking the action. Thus, w; is received from
the environment and is based on s; and a;.

For the reformulated optimization problem in (17), states,
actions and rewards are designed as follows:

o State space S: We set A\;s for [ = {1,2,--- A — 1}
as the agents of the system, except A\g and A, since
their locations are fixed. The set of possible selections
of \ defines S, which is a subset of RT. Therefore, s; is
defined to be a vector consisting of the current locations
of Ajs for 1 =1{0,1,2,--- ,A}.

e Action space A: We design the RL algorithm in such a
way that in every subsequent iteration only one agent,
e.g. A\, can change its status. Thus,

a; € {—1,0,+1}, (18)

where —1,0, and 1 represent decreasing the index of the
agent in S by one, no change, and increasing the index
of the agent in S by one, respectively. Here, we also
apply the e-greedy strategy [20], which can be defined as
selecting the best action with probability (1 — ¢;) and a
uniformly distributed random action with probability e,
which gives the search algorithm the possibility to explore
the whole state space S without getting stuck into a local
maximum. Additionally, it is important to note that any
selected action a; shall not cause any contradiction with
the constraint defined in (17b).
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e Reward space ): The reward function is defined as the
empirical mean of the goodput that is achieved with the
new state s, i.e.

M

1
wi=37 > C0L) Gl (19)
m=1

where M represents the number of transmitted blocks
with state s; and yet is another design configuration of
the RL model which will be discussed in the next section.

A. Q-Learning for Enhancing Goodput

The traditional approach in reinforcement learning involves
a method known as Temporal Difference (TD) learning. This
technique blends aspects of both Monte Carlo and dynamic
programming. It is similar to Monte Carlo since TD learning
acquires samples directly from the environment, and it is
similar to dynamic programming since it refines its estimates
based on both the current and previous assessments. One
of the main TD learning methods is Q-learning which can
be represented as an RL methodology allowing the agent to
acquire the best strategy for navigating a specific environment
[21]. This requires the agent to keep track of an approximation
of the anticipated long-term discounted rewards for every
possible state-action combination and then make choices to
maximize these rewards.

In the Q-learning process, the agent iteratively updates its
Q-table, which stores the expected cumulative rewards for
each state-action pair. The optimal policy can be found by
Bellman’s optimality equation [21]

Q*(s,a) = Elwi1 + 7 max Q* (st+1,a")|st = s, a4 = a]

(20)
where 7 represents the discount factor which is required to
bound the cumulative reward and max, Q*(sty1,a’) defines
the best estimate for the next state s;;;. (20) reveals that
Q-learning requires the current state-action pair, the resulting
reward, and the subsequent state. Thus, the updating process
of the Q-table can be formulated as

Q(st,ar) = (1 — a)Q(s¢, ar)+
a(wt +77H}3XQ*(8t+17al))a (21)

where « is the learning rate.
The total number of possible s;s in the current problem can
be expressed as

[SI/((A+ DS = A =1)h),

where | - | represents the cardinality of the set. Given the
potential for rapid growth of this number, constructing a
comprehensive Q-table covering all possible s; states becomes
impractical. To address this challenge, we adopt a strategy
where the algorithm treats each agent independently, thus it
only needs the creation of distinct Q-tables for each agent.
Additionally, given the variability in channel characteristics,
the Q-table must encompass all feasible K values.

Consequently, the Q-learning table size for each agent is
determined as |KC||S|, where KC is the set of all possible Rician-
K factors. Notably, it remains possible to append these distinct
Q-tables into a unified table with size

(A—1)|K|IS| + 1.

(22)

(23)

B. Algorithm Design
The proposed algorithm is implemented as follows

e Set M, o, n, and initialize the \; values for all agents.
o Initialize the Q-learning table with zeros. Set the € values
for all agents, where €; = 0.5 in our implementation.
« Start the loop by selecting an agent, i.e. \;, where at each
iteration a different agent is selected.

o Select an action based on the e-greedy algorithm.

« Update ¢; with respect to ¢, such that ;1 = ¢;//%.

o After selecting a;, update A\; and s;.

e Send the new r; to the transmitter.

o Observe M number of transmissions, compute the reward
wy according to (19), and update the Q-table using (21).

It is important to note that the proposed algorithm may not
yield the optimal feedback scheme, which is due to the
simplification of the Q-table size, as explained earlier, but it
achieves a close approximation.

V. PERFORMANCE EVALUATION

Here, we first show the effect of M on the algorithm
performance. For this purpose, we implement a Monte Carlo
simulation where A = 4, K = 10dB, and P = 20dB for
M = {10%,10} and show the average of w; at each iteration
t with the variance with grey color around the average.
Results are depicted in Fig. 3, where the long-term maximum
achievable goodput value is also plotted as a dash-dotted line.
The results demonstrate that the effect of M is significant
for the design of the system. As can be seen from Fig. 3,
the algorithm can reach the optimum value in both cases but
faster, in terms of ¢, when M = 103. However, note that higher
M values require more transmission at each iteration. On the
other hand, in some cases, w; exceeds the upper limit due to
its empirical nature.

Next, we focus on the overall performance of the proposed
method, where we set A = 4, P = 20dB, N = 102, and
M = 102, and let K change from 0dB to 10dB then to
20dB. To see the overall performance, we again implement
a Monte Carlo environment, from where the average w;s at
each iteration ¢ are obtained and depicted in Fig. 4. The long-
term maximum achievable goodput values for each K are also
plotted with dash-dotted lines. It is possible to see that the
proposed method can track the change in channel statistics
and adapt its feedback scheme so that it can approach the
maximum achievable goodput values in every case. It is also
important to highlight that, thanks to the RL-based learning
approach, once the optimal feedback scheme for a particular
Rician-K factor is determined, the transceivers can instantly
adjust to the optimal scheme whenever the channel exhibits
the same K value.

VI. CONCLUSIONS

In this study, we introduce a learning-driven system for
goodput maximization with quantized feedback in wireless
communication, designed to meet the requirements of URLLC.
Our contributions include a novel Rician-K factor estimation
technique that improves the adaptability of feedback strategies
to changing channel conditions. Additionally, we employed
RL to dynamically select and update feedback schemes,
demonstrating the system’s ability to maximize goodput under
evolving channel conditions. The importance of dynamic feed-
back mechanisms is emphasized, which addresses the unique
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challenges posed by URLLC in next-generation wireless net-
works. Future research could extend the proposed framework
to various other wireless communication scenarios.
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