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Abstract—In this paper, we consider the distributed frequency estimation problem where nodes of a network collaborate with each other to estimate the frequency of a single-frequency signal from measurements corrupted by impulsive noise. In the proposed algorithm, we reduce the impulsive noise effect by using the maximum correntropy criteria (MCC). The MCC is a robust optimality criterion for non-Gaussian signal processing. In the proposed algorithm, each node employs an adaptive notch filter to filter the input noisy measurements. The nodes collaborate with each other to optimize a cost function (given in terms of the MCC) in such a way that the filter output resembles as closely as possible, the desired signal. To derive the algorithm, we first formulate the distributed frequency estimation problem in terms of the MCC. Next, we use the iterative gradient ascent approach in our solution. The developed approach will be referred to as the diffusion notch filter-MCC (dNF-MCC) algorithm. The effectiveness of the proposed algorithm is demonstrated by computer simulations.
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I. INTRODUCTION

The frequency estimation problem appears in many practical applications, such as biomedical engineering, power systems, radar detection, source localization, and speech processing [1]. Several methods have been introduced in the literature for frequency estimation and tracking. In the absence of measurement noise, Prony's method can be applied [2]. For noisy environments, different algorithms such as linear prediction (LP) methods have been developed [3]. When SNR is low and limited (short data length) is available, the principal eigenvector (PE) method is a proper solution [4]. For the mentioned case, the total least squares (TLS) method can provide better frequency estimation performance [5]. Adaptive notch filtering based methods are also developed for the frequency estimation problem to track the time-varying frequencies.

All mentioned methods have been developed for single processing node. However, in many practical applications, such as radar, power systems, sensor networks we need to solve frequency estimation problems in a fully distributed manner. Recently, distributed estimation has become an important topic in signal processing research due to the developments in wireless networking and computer and sensor technologies. Several useful distributed solutions for the estimation problem have been developed, such as consensus strategies [6]–[8], adaptive networks (i.e., incremental strategies and diffusion strategies). It has been shown in [9] that adaptive networks are more stable than consensus networks and they provide better steady-state error performance. In this paper, we focus on an adaptive network based solution.

We adopt the term adaptive networks from [10] to refer to a collection of nodes that interact with each other and function as a single adaptive entity that is able to track statistical variations of data in real-time. The two major classes of adaptive networks are incremental strategy [11]–[14] and diffusion strategy [15]–[19]. Comparing the two, incremental algorithms require less communication among nodes of the networks while diffusion algorithms are scalable and more robust to link and node failure. In general, diffusion based algorithms consist of two steps including the adaptation step, where the node updates the weight estimate using local measurement data, and the combination step where the information from the neighbors are aggregated. Based on the order of these two steps, diffusion algorithms can be categorized into two classes known as the Combine-then-Adapt and Adapt-then-Combine (ATC).

In [20], a diffusion LMS algorithm for frequency estimation over sensor networks have been introduced. Although the algorithm works well in noisy environments, as we will show in this paper, it performs poorly when the data are disturbed by impulsive noises. To address this issue, we need to move beyond mean squared error (MSE) and exploit higher order moments of the error. To this end, we propose a new ATC diffusion algorithm which relies on the maximum correntropy criteria. MCC is a robust optimality criterion for non-Gaussian signal processing and has recently been successfully applied in adaptive filtering [21]–[23]. In the proposed algorithm, each node employs an adaptive notch filter to filter the input noisy measurements and generate the output signal. The nodes collaborate with each other to optimize a cost function (given in terms of the MCC) in such a way that the filter output resembles as closely as possible, the desired signal. To derive the proposed algorithm, we first formulate the distributed frequency estimation problem in terms of the MCC. Then, we resort to iterative gradient ascent approach to solve it and derive the proposed algorithm, which will be referred to as the diffusion notch filter-MCC (dNF-MCC) algorithm. We also present simulation results to show the effectiveness of the new proposed algorithm.

The remainder of this paper is organized as follows. Section
II briefly reviews the notch filter and the maximum correntropy criteria. In Section III, the proposed algorithm is introduced. In Section IV, we present simulation results to verify our theoretical analysis, and we conclude in Section V.

II. PRELIMINARY KNOWLEDGE

To make the paper self-contained, in this section, we introduce the notch filter and maximum correntropy criteria.

A. Notch Filter

The transfer function for an \( M \) order IIR can be expressed as

\[
H(z) = \frac{\sum_{i=0}^{M} a_i z^{-i}}{\sum_{i=0}^{P} b_i z^{-i}} = \prod_{i=1}^{M} \left( z - z_i \right) = \prod_{i=1}^{P} \left( z - p_i \right)
\]

where in (1) \( \{ z_i \}, i = 1, 2, \ldots, M \) and \( \{ p_i \}, i = 1, 2, \ldots, P \) denote the zeros and poles of \( H(z) \) respectively. As \( H(z) \) reaches zero at \( \{ z_i \} \) and infinity at \( \{ p_i \} \), then we can obtain the transfer function of a notch filter with desired properties, by the appropriate placement of poles and zeros. In [24], the transfer function for a notch filter has been introduced as follows

\[
H(z) = \frac{Y(z)}{X(z)} = \frac{1 + \theta z^{-1} + z^{-2}}{1 + \rho \theta z^{-1} + \rho^2 z^{-2}}
\]

where \( \theta = -2 \cos(\omega_0 T) \) (\( T \) is the sampling period used to generate a discrete-time sinusoidal signal from a continuous time signal) and \( 0 < \rho < 1 \). The idea is to place constrained pole-zero pairs with their angles equal to \( \omega_0 \) relative to the horizontal axis on the pole-zero plot [24] (See Figure 1). Taking the inverse \( Z \) transform of (2), we can obtain the input-output relation for the notch filter as

\[
y(n) = -\rho \theta y(n-1) - \rho^2 y(n-2) + x(n) + \theta x(n-1) + x(n-2)
\]

In this paper, we consider the given notch filter model in (2) to develop our proposed algorithm.

B. Maximum Correntropy Criteria

For two scalar random variables \( X \) and \( Y \) the Correntropy is defined by [21]

\[
C_\sigma(X, Y) \triangleq \mathbb{E} [\kappa_\sigma(X - Y)]
\]

where \( \kappa_\sigma(\cdot) \) is a shift-invariant Mercer kernel, with the kernel width \( \sigma > 0 \) and \( f_{X,Y}(x, y) \) denotes the joint probability distribution function of \( X \) and \( Y \). The most widely used kernel in correntropy is the complex Gaussian kernel which is given by

\[
\kappa_\sigma(\zeta) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{|\zeta|^2}{2\sigma^2} \right)
\]

Comparing correntropy with MSE, we note that Correntropy is a local similarity measure, whereas MSE is global; meaning that all the samples in the joint space contribute appreciably to the value of the similarity metric, while the locality of correntropy means that the value is primarily dictated by the kernel function along the \( x = y \) line. Thus, we can use the localization provided by the kernel width to reduce the effects of outliers in the measured data. Note that the metrics, such as MSE that rely only on the second order moment can easily get biased in such conditions.

Remark 1. It must be noted that in practice, the joint pdf \( f_{X,Y}(x, y) \) is unknown and only finite number of samples \( \{ x_t, y_t \}, t = 1, 2, \ldots, L \) from \( X \) and \( Y \) are available. Thus, a sample estimator for correntropy can be defined as

\[
\hat{C}_\sigma(X, Y) = \frac{1}{L} \sum_{t=1}^{L} \kappa_\sigma(x_t - y_t)^2
\]

Remark 2. In general, a larger kernel size makes a kernel-based algorithm less robust to the outliers, while a smaller kernel size makes the algorithm stall. Note that as \( \sigma \to \infty \) the MCC approximately becomes equivalent to the MSE criterion.

III. PROPOSED ALGORITHM

We consider a connected sensor network with \( N \) sensors (nodes) and denote it by a set \( \mathcal{N} = \{1, 2, \ldots, N\} \). We denote by \( \mathcal{N}_k \) the neighborhood nodes of node \( k \) where, by definition, we have \( k \in \mathcal{N}_k \). The network is deployed to estimate the frequency of a sinusoidal signal \( s(t) = A \sin(\omega_0 t + \phi) \) through the collected measurements by its nodes. We can assume that at any discrete time instant \( n \), the observed discrete measurement by the node can be expressed by

\[
x_k(n) = A_k \sin(\omega_0 n T + \phi_k) + \epsilon_k(n)
\]

where \( A_k \) and \( \phi_k \) are the amplitude and initial phase respectively and \( \epsilon_k(n) \) denotes the observation noise term which is modelled as zeros mean Gaussian with variance \( \sigma^2_{\epsilon_k} \). Note that the input-output relation for the notch filter embedded in node \( k \) is given by

\[
y_k(n) = -\rho \theta_k(n) y_k(n-1) - \rho^2 y_k(n-2) + x_k(n) + \theta_k(n)x_k(n-1) + x_k(n-2)
\]

where \( \theta_k(n) \) denotes the local estimate of \( \theta \) at time instant \( n \) at node \( k \). We can estimate \( \theta \) at every node by an adaptive filter algorithm as follows: at time instant \( n \), every node \( k \) uses \( x_k(n) \) as the filter input and updates \( \theta_k(n) \) to generate the output \( y_k(n) \) such that as time evolves, \( \theta_k(n) \) converges to \(-2 \cos(\omega_0 T)\). To this end, we need to consider a suitable cost function. Using the MCC, we can formulate the estimation of parameter \( \theta \) as the following optimization problem:

\[
\arg\max_{\theta_k(n)} J(\theta_k(n))
\]
with
\[ J(\theta_k(n)) = J_0 \sum_{k=1}^{N} \sum_{m=n-L+1}^{n} \exp \left( -\frac{(d_k(n) - y_k(n))^2}{2\sigma^2} \right) \] (10)

where \( J_0 = \frac{1}{L\sigma \sqrt{2\pi}} \). Note that once \( \theta_k(n) \rightarrow -2\cos(\omega_0 T) \), the notch filter will reject the single-frequency signal \( \sin(\omega_0 nT + \phi_k) \), so the desired output is \( d_k(n) = 0 \). Hence, the cost function in (10) will change to
\[ J(\theta_k(n)) = \frac{1}{\sigma \sqrt{2\pi}} \sum_{k=1}^{N} \exp \left( -\frac{y_k^2(n)}{2\sigma^2} \right) \] (11)

Obviously the cost function in (11) can be expressed by the following equivalent form
\[ J(\theta_k(n)) = \sum_{k=1}^{N} J_k(\theta_k(n)) \] (12)

where
\[ J_k(\theta_k(n)) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{y_k^2(n)}{2\sigma^2} \right) \] (13)

Problems of the form in (11) can be solved by diffusion adaptive networks. The general adapt-then-combine (ATC) diffusion strategy solution for (11) is given by
\[ \phi_k(n) = \theta_k(n-1) + \mu (\nabla_{\theta} J_k(\theta_k(n-1))) \]
\[ \theta_k(n) = \sum_{\ell=1}^{N} c_{\ell k} \phi_{\ell}(n) \] (14)

where \( \phi_k(n) \) denotes an intermediate estimate at node \( k \), \( \mu > 0 \) is the step-size parameter and \( \nabla_{\theta} \) denotes the gradient \( J(\theta_k(n-1)) \) with respect to \( \theta_k(n-1) \). Moreover, nonnegative coefficients \( c_{\ell k} \) satisfy the following conditions
\[
\begin{cases}
  c_{\ell k} = 0, & \ell \notin N_k \\
  \sum_{k=1}^{N} c_{\ell k} = 1 & k \in N_k
\end{cases}
\] (15)

Substituting \( y_k(n) \) in (11) and taking the gradient with respect to \( \theta_k(n-1) \) yields
\[
\nabla_{\theta} J_k(\theta_k(n-1)) = \frac{-y_k(n)}{2\pi \sigma^3} \left( -\rho y_k(n-1) + x_k(n-1) \right) \exp \left( -\frac{y_k^2(n)}{2\sigma^2} \right)
\] (16)

Replacing (16) in (14) gives the update equation for our proposed algorithm as follows
\[ \phi_k(n) = \theta_k(n-1) \]
\[ - \frac{\mu}{\sqrt{2\pi \sigma^3}} y_k(n) \left( -\rho y_k(n-1) + x_k(n-1) \right) \times \exp \left( -\frac{y_k^2(n)}{2\sigma^2} \right) \]
\[ \theta_k(n) = \sum_{\ell=1}^{N} c_{\ell k} \phi_{\ell}(n) \] (17)

The pseudo code for the proposed algorithm is given in Algorithm 1.

IV. SIMULATION RESULTS

In this section, we present the simulation results to show the effectiveness of the proposed algorithm. To this end, we consider a network with \( N = 15 \) nodes as shown in Figure 2. The frequency of the sinusoidal signal is \( \omega_0 = 100 \) and the sampling rate is 600 Hz. So, the observed signal by every node \( k \) can be expressed as
\[ x_k(n) = \sin(2\pi 100 n T + \phi_k) + \varepsilon_k(n) \] (18)

where \( \phi_k \) is selected randomly for every node. To generate the impulsive noise at node \( k \), we can assume that the measurement noise term is given by
\[ \varepsilon_k(n) = g_{k,1}(n) + b_{k,1} g_{k,2}(n) \] (19)

where \( g_{k,1}(n) \) and \( g_{k,2}(n) \) are independent, zero mean Gaussian noise with variances \( \sigma_{g,1}^2 \) and \( \sigma_{g,2}^2 \), respectively, and \( b_{k}(n) \) is a switch sequence of ones and zeros which is modeled as an independent and identically distributed Bernoulli random process with occurrences probability \( \text{prob}(b_k(n) = 1) = pr \). Note that the variance of \( g_{k,2}(n) \) is chosen to be very much larger than that of \( g_{k,1}(n) \) so that when \( b_k(n) = 1 \), a large amplitude impulse is generated. In our simulations we set \( \sigma_{g,1}^2 = 0.001, \sigma_{g,2}^2 = 5000 \sigma_{g,1}^2 \) and \( pr = 0.02 \). For the notch filter, we set \( \rho = 0.95 \). For the given algorithm in [20], we select the step-size as 0.01, while for the proposed algorithm we set \( \mu = 0.2 \) and kernel size \( \sigma = 1.5 \). Note that these parameters are selected for the mentioned algorithms such that when the observation noise is Gaussian, their performance is similar. In Figure 3, the learning curves, in terms of the network mean-square deviation (MSD) metric, for both algorithms are presented. Note that the network MSD is defined as
\[ \text{MSD} \triangleq \frac{1}{N} \lim_{n \rightarrow \infty} E \left\{ |\theta_k(n) - \theta|^2 \right\} \]

From Figure 3, we can see that the proposed algorithm achieves lower steady-state MSD than the dNF-LMS algorithm. The steady-state frequency for node \( k = 4 \) for both algorithms are plotted in Figure 4, where it is clear that the proposed algorithm provided more robust estimates than those of the dNF-LMS algorithm.

V. CONCLUSIONS

In this paper, we proposed a diffusion MCC-based notch filtering algorithm for the distributed frequency estimation problem. We resorted to iterative gradient ascent approach to derive the proposed algorithm. Simulation results showed that the proposed algorithm outperforms the available dNF-LMS algorithm when data are corrupted by impulsive noise.
Algorithm 1 Proposed Distributed Stackelberg Algorithm

1: Initialization
2: for $n = 3, 4, \cdots$ do
3:   For $k \in \mathcal{N}_k$ initialize $\theta_k(1), \theta_k(2), \theta_k(3), \mu$
4: Adaptation
5:   Every node updates $\phi_k(n)$ as $\phi_k(n) = \theta_k(n-1) - \frac{\mu}{\sqrt{2\pi}\sigma^2} y_k(n) (-\rho y_k(n-1) + x_k(n-1)) \exp \left( \frac{-y_k^2(n)}{2\sigma^2} \right)$
6: Combination
7:   Every node updates $\theta_k(n)$ as $\theta_k(n) = \sum_{\ell=1}^{N} c_{\ell k} \phi_{\ell}(n)$
8: end for
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