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Abstract—In WSNSs, in order to recover from coverage holes and respond to the events. In addition to emerging WSN
and to mitigate their indirect/direct effects on networks’ perfor-  gpplications, diverse nodes’ deployment [3], mobility,dan
mance, different recovery strategies such as increasing proxin@ ., ovement patterns [16] offer new remedies to WSNs’ chal-

nodes’ transmission range and/or relocation of nodes towards | 1717181 D it i duction i sind
coverage holes seem to be appropriate solutions. Since the major- enges [17][18]. Despite continuous reduction in cos¢/sin

ity of a mobile node’s energy is consumed by movement and sinceincrease in nodes’ battery/processing power, an econdynica
nodes’ residual energy may be affected by damage events, nodgustifiable degree of redundancy in deployed nodes should be
movements should be performed sparingly. Conventional nodes’ considered in order to have flexibility and robustness inenod
information exchange in real-time applications with security and failure-prone environments with harsh conditions. Dejpegd

interference concerns are neither practical nor secure. Theffere, n lication and environment trade-off between nodes’
for the aforementioned scenarios, at the price of possible node ko on appflication and environment, a trade-oif between nodes

lisions, disconnections, and reasonable compromises, promisingdensity [3] and mobility [19] (uncontrolled and controlled
distributed and autonomous node movement algorithms based on movements [20]) should taken into account if a proper level
limited 1-hop neighbour knowledge are proposed. Our proposed of quality of service is to be achieved.

autonomous and constrained node movement model based on a  aying severe direct/indirect effects on the networks’ in-
node’s 1-hop perception provides a feasible and rapid recovery )

mechanism for large scale coverage holes in real-time and harsh tegrity and performance, .Iarge _sca:laverage holesaused by .
environments. Our model not only maintains moving nodes’ €N Masse node failures in a given area(s), should be avoided
connectivity to the rest of network to some extent, but also offrs [21] and/or mitigated as much as possible with different
emergent cooperative recovery behaviour among autonomous recovery strategies. In WSNs, it is not always possible to
moving nodes. Our movement model based on virtual chords deploy new nodes in unsupervised and harsh environments

formed by nodes and their real and virtual 1-hop neighbours, dd . d d i tee desirabl d
not only confines node movement range, but also takes the issueNC dropping random nodes cannot guarantee desirable node

of moving nodes’ connectivity into account. Suitable performane formations and distributions. Although it may not be so eco-
metrics for partial recovery via constrained movement are intro- nomical, by benefiting from the redundant nature of deployed
duced to compare the performance and efficiency of our model nodes, coverage holes to some extent can be repaired either
with conventional Voronoi-based movement algorithms. Results by transmission power adjustment or the relocation of a

32?;‘;,;??;&%?;?&?;;{1:2 c;?gé‘:}tﬁﬁ?rmance 's comparable with selected set of currently deployed nodes (e.g., damaged are

Index Terms—Coverage holes; autonomous and constrained Proximate nodes). Since movements consume the majority of

movements; Wireless sensor networks; virtual chord. nodes’ energies, they should be moved carefully. Therefore
the amount of movements for proximate nodes known as
l. INTRODUCTION boundary node(B-node$ which participate in the recovery

Due to the vast applications of wireless sensor network$ damaged areas should be done sparingly; otherwise, 'nodes
(WSNss) [1][2], they are a key focus of attention for academienergy exhaustion results in further cascaded failures.
and industrial research. Deployed sensor nodes [3] can b&hough for precise nodes movements a reasonable amount
used to detect fire [4], tsunamis [5], to monitor wildfireof message exchanges are required, in real-time scenarios
[6], earthquakes [7], habitats [8], environment [9], andivec with security and interference considerations, they aithee
volcanoes [10]. New generations of sensors deployed amesirable nor secure. Therefore, by putting the burden of
embedded in a variety of environments such as structusagtonomous decision and more processing on individual B-
[11], underground [12], air (as unmanned aerial vehicl@8),[ nodes who directly detected the damage events, the number
underwater [14], or on the sea surface [15] can be usefl exchanged messages can be kept as small as possible.
to detect many events and phenomena, notify other nod@stonomous movement decision-making has the drawback
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in nodes’ local and autonomous decision making processes.
We have also defined proper performance metrics in order
to compare the performance and efficiency of our proposed
model with conventional Voronoi-based movement models
(VOR and MinMax) [24][18]. In Section Il, we present current

work on nodes movement. In Section Ill, our model and
assumptions are introduced. In Section 1V, our proposed per
° - formance metric are briefly discussed, and finally, in Sestio
@  Bounday Nodes . .
. V and |V, result, conclusion, and future work are respettive
Fig. 1: Coverage Hole and Node Types presented pety

II. RELATED WORK

of increasing the possibility of collision and disconnenti  Mobility in wireless sensor networks is a double edge
among nodes. Moreover, improvised, unconstrained, aret cagword; on one hand, undesirable and uncontrolled mobility
less movements towards damaged area(s) may cause muliglgses coverage holes and topological instability, whil¢he
newly formed coverage holes. It should be noted, howevegther hand, coverage hole(s) can be repaired by controlled
that for the sake of temporal coverage, a coverage hole mawbility and movement of nodes [20][17]. Thus node reloca-
be virtually displaced via controlled group node movemassts tions [18] are important in enhancing networks coverage and
in [22]. Our model of autonomous and constrained node mousonnectivity [25], by offeringtemporal coveragén addition
ments towards the coverage hole tries to maintain conrctivto spatial coverageg26] for an area in which the number of
of the moving nodes with their 1-hop immediate neighbourfodes is not sufficient to cover it all time. Thus via conedll
These autonomous movements in each of the moving noggsbility, a trade-off between the number of required deptby
are inferred solely from the limited knowledge of node’sdph nodes and the required coverage of the given area can be
neighbours before théamage everds well as the perceived 1-reached [19]. Controlled mobility not only is able to repair
hop neighbors’ status change after damage event withioyt the coverage hole but also it can correct irregularities of
additional message exchanges. In our model each boundafi¢ontrolled mobility [20]. After deployment, especialig
node forms aa-virtual chord through its selected real andhostile and hazardous environments, it is almost impassibl
virtual neighbours (the other endpoint of the given chord) have centralised control over sensors. Thus, in such case
with the length ofa -2 R. < 2-R. (0 < o < 1) (Fig. in order to repair coverage holes, nodes not only should be
2). Each virtual chord’s endpoints (i.e., node’s real amtliei  able to decide autonomously on their movements but also
neighbours) lie on the circumference of the two distinctleis they should not exhaust their energy as majority of nodes’
with equal radius ofR.. One of these circles is considered g@esidual energy would be consumed by their movements.
valid circle if it is closer to the damaged area. Withvirtual There are a variety of relocation, movement and deployment
chord node movement, relocated B-node froto s’ maintains  model in the literature [18][24][27][28][29] [30][31][3133]
the connectivity with its real and virtual neighboursand which mainly aim to keep network coverage, balance node
n/, provided its real neighbous is not a moving B-node. In deployments, and repair small coverage holes due to imprope
our proposed model, not only an ensemble nodes’ emerg@atie deployments, single or random node failure.
cooperative movement behaviour [23] is manifested, but als Movement algorithms can be divided into (virtual) radial
group mobility and cooperative behaviour of moving nodgg3] and angular [32jorce-basedflip-based28] andVoronoi-
can be changed by using different valueswofSo by changing based[24] movement algorithms. Movement based on virtual
a, the direction of moving nodes towards the coverage hgi®tential repulsion and attraction [33] between pairs afa®
changes to the direction of nodes circulating around it. Thgd the movement of nodes as the result of aggregation of
former is suitable for the case of hole recovery while thtetat these forces are inspired by physical laws of nature. Mirtua
is geared to prevent cascaded failure and failure expansigiyular force [32] tries to connect the partitions and pafts
around damaged area as lower residual energy B-nodes gafivork by using collaborative movement of mobile nodes
be replaced with other moving nodes with higher energy agplying on the angle of moving nodes.
a result of nodes constrained circular movements (Fig. 3).In order to exert proper levels of virtual repulsion and
These types of different group mobility behaviours can hgtraction, nodes should be globally aware of the theiretiz
implemented by collection of nodes’ autonomous movemerdgnsity. Since the movement algorithm is applied to all spde
via local decisions made based on simple nodes’ geometrig@vement contains oscillation due to mutual interaction of
and statistical features. nodes; consequently, an unnecessary amount of nodes’ en-
To our best knowledge, very few works considered partiatgy is consumed. In flip-based movement algorithm [28],
recovery of large scale coverage hole via autonomous cdhe given area is divided into regions and a head node is
strained node movements for time-sensitive scenarios walected for each region. In the case of head failure and
security consideration. Moreover, few works used damagadbalance number of nodes, nodes from the neighbour regions
nodes’ statistical and geometrical features as the landsnawould flip into the given region. In flip-based movement,
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the head node for each region should be selected, whilarms, or transient, periodic, and frequent failure ofewd
requires message exchange among nodes. Since moveraedtlink instability are excluded in our model.
is confined to neighbouring regions, the recovery of large
scale coverage hole may consists of many iterations of nodesCoverage hole
flipping into their neighbouring regions with an agreed+supo Coverage hole are modelled in different forms in the
granularity. So flip-based movement algorithms are explectiéerature [22][37][38]. Similar to [39][40], coverage les
to be inefficient for real-time scenarios with large scaleeho are modelled as a circle of radiusy,,. with the centre
In Voronoi-based movement algorithms, [24], the area & =y, Ymoe- Since each B-node autonomously perceives
decomposed into Voronoi diagrams [34] depending on tlilee D-event and its damaged neighboursmargin of B-
deployment and distribution of nodes. If a node fails or panodes ¥B-node}¥ are formed around the D-area. Thus, to
of area is not covered by the sensor network, nodes mdwenefit from WSNs redundancy and to reduce possibility of
with regard to their Voronoi vertices to compensate y¥oid interference and collision, a set of the B-nodes defined as
area(s) Voronoi-based movement most often is required teelected B-nodeSB-nodel[39][40] are selected which may
have global knowledge to form Voronoi diagrams. Voronoipartake in a possible recovery process by moving towards
based movement algorithms are not geared for large sctie region of interest(ROI). SB-nodes may be selected by
coverage holes as they result in newly formed small coveragedistributed algorithm or centrally selected based on the
holes. They also suffer from oscillation and consequentigreed criteria. Similar to [39][40], B-nodes are seledted
energy exhaustion if recovery is performed in an iteratiwdistributed fashion based on B-node’s 1-hop geometricdl an
style. Complex and centralised node movements and ewatistical features.
distributed algorithms (with pre-computed movements)ehav i
a good energy management, however, they are not efficiént Selected Neighbor Nodes
for real-time scenarios as they suffer from unacceptabllgyde B-node’s neighbours can be classified into D-nodes or U-
particularly under very fast-changing conditions. Souwdiid node depending on their location relative to the coverade. ho
information and nodes’ notifications are not valid and algea Based on the type of B-node’s neighbours, they can be defined
obsolete for the decision making process. as theundamaged neighbour nod¢gN-node$ or damaged
neighbour node¢DN-nodes At the time of the D-event, each
B-node’s distances to both sets of its UN-nodes and DN-nodes
A. Sensor Model and Node Types as well as their degrees of connectivity are usethadmarks
Homogeneous sensor nodes are modelled based on the iinflecision making processes. Therefore, if a B-node select
disk graph (UDG) [35] and are bidirectionally connected i# set of its UN-node(s) via some selection algorithms, those
they are within each other's ranges. Nodes are randomN-nodes are considered aslected undamaged neighbour
deployed with uniform distribution in a rectangular area dfodegreal neighbours)Virtual selected undamaged neighbour
[Trmin, Tmaz) X [Ymin, Ymaz)- TO @void unnecessary complex-nodesare the fictitious B-nodes’ neighbours (virtual neigh-
ity, it is assumed that transmission rangg.( and sensing bours) which are connected to B-node’s UN-nodeswitual
range R,) are equal. Although no central coordination ighordsdefined asy-chord with the length ofv-2-R. < 2- R,
required and a local coordination system is applicable in o < « < 1) (Fig. 2). Three neighbour node selection
model, sensors’ locations may be known by GPS or any ott@gorithms, namelyglosest neighbourandom neighboyrand
localisation methods [36]. Sensor nodes are classified infeangleare presented in Algorithm 1.
damagednodes D-node$ if they reside inside thelamaged  In the closest neighbour algorithm, a B-node’s closestd-ho
area (D-area); otherwise, they are considered @msdamaged neighbour is selected, while in the random select algorithm
nodes {-node$. Those proximate U-nodes to D-area whiclone of the B-node’s 1-hop neighbours is randomly selected.
directly detect thelamage eventD-even} within their ranges In the 3-angle algorithm, for each B-node and the undamaged
are further classified intboundary node¢B-node}. B-nodes node in its neighbour set, set of angles can be formed between
detect the D-event as they sense any significant changeig withormal direction of the virtual chords (Fig. 2) and distance
their ranges such as signal loss or disconnection due to #@&gtor from the B-node to its D-nodes centre of mass. B-
failure of their nelghbours It should be noted that noisésd node’s neighbour whose aforementioned angle is closét to
O y than any other of B-nodes’s 1-hop undamaged neighbours are
considered as the selected undamaged neighbour and sieould b
unique. If more than one undamaged neighbour can be selected
based on the mentioned conditions, only one of them should
be randomly chosen as the selected undamaged neighbour. In
finding the centre of mass of B-nodes’ undamaged and dam-
E—— aged neighbours, if the neighbours’ degrees of connegtivit
o Uncamaged Nods are taken into account (Algorithm 1) they can be considered

0 e as weighted,3-angle algorithms withw = 1; otherwise the
Fig. 2: B-Node, its real, virtual neighbors and virtual athor are called3-angle withw = 0.

IIl. METHODS ANDASSUMPTIONS
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Algorithm 1: Nodes’ neighbors selection Algorithms

Input:

st : B-nodei (i =1,---,m), NI :ss h-hop
neighbours

N : h-hop U-node neighbours af

N4 : h-hop D-node neighbours af

u

— S

: X, distance vector from; to s; (j in N/v)

(@ a=0 B a=1 X, distance vector frons; to s; (j in N})

Fig. 3: Chord Movement Algorithm&.=15, N=600, 3=0) f — angle : angle parameter
dz de fs; (j f fra
g degree ofs; (j from NJ4)
d’;j degree ofs; (j from N/v)
D. Movement Model Output: Set of selected h-hop neighbosff *:
Movement algorithms can be divided into following states: . .
. . caseClosestif closest neighbour selected
1) undamaged neighbour nodes of moving B-nodes are se- foreach B-Nodes® do
lected based on criteria presented in Algorithm 1; 2) with 5

regard to the suitable virtual chord parameterand R.., the Find N;Liu h
location of B-nodes’ virtual neighbours are obtained foctea foreach h-hop lﬂ\"mde%‘“ do
B-node; 3) new locations of moving B-nodes computed by L Calculate)?'?

selecting one of two circles which pass through the endpoint ’ .

of the virtual chord of each B-node (Algorithm 2). The o %
selected circle is defined as thelid circle t(hrgugh whicr)1 the Calculatearg; Min ( Ko )

chord is obtained. The'Vahd circle is the circle with its tien caseRandomif Random neighbor Selected
closer to damage area; 4) the B-node then moves to the centrg b

L : . : o foreach B-Nodes; do
of the valid circle with probabilityp (uniform distribution) Find N«
and ¢ otherwise, such thap + ¢ = 1. Here we assumed Calculaﬁear Random (Nhu)
p = 1in which all B-nodes move towards the coverage hole. It L . 9i _ i
should be noted that connectivity of B-nodes to its neigibou cases-angleif B-angqle is Selected
can not be fully guaranteed. This is because after the damage| foreach B-Node; do

event, B-nodes are not able to distinguish if their undardage Find N/ and N
neighbours are moving B-nodes or or not. As an example, Fig. foreach h-hop(DN-nodes*, UN-nodes’) do
3 shows how changing parameterffects B-nodes’ collective Find dg‘i, dgff'
movement behaviour in our coverage hole recovery magiel. ’ H;.'d _yshu
angle witha = 0/1 in Fig. 3 show the direction of moving CalculateX,; X,
B-nodes towards/around coverage hole. ol
— ha  S(XT)did
IV. PERFORMANCEMETRICS CalculateXcnr,; = TS A
We have compared our proposed movement algorithm with oo Z()?S'?M),dhu
the two Voronoi-based movement algorithms (VOR-MinMax) CalculateXcyr, = 7,57
[24] via three types of proposed performance metrics. In - 2. ds;

R
Voronoi-based algorithms, B-nodes were selected simyilarl foreach h-hop UN-nodes;* do

to our previous work [40]. In modelling Voronoi movement Calculatemf;“sf =
algorithms, we have also considered the problem of nodes = ha s
with out-of-area and infinite Voronoi vertices. The propmbse L\ Xomsis X, | = 4B
performance metrics are classified below:
Coverage-based metric®Ve definepercentage of recovery Calculatearg, Min ( cos( Z,}/Z"SJ) )

as the percentage of recovered networks’ 1-coverage after t -
recovery process. In other words, the metric shows by using

the given movement algorithm what percentage of lost 1-
coverage is recovered in the network.

Connectivity-based metricVe definepercentage of con-
nectivity as the percentage of moving B-nodes which amerformance metric shows the effect of movement algorithms
directly connected to rest of network (those nodes whian the connectivity of moving nodes and how many of the
did not participate in the recovery process) with at leastoving B-nodes are still directly connected to the rest ef th
one link over the total number of moving B-nodes. Thisetwork after their movements.
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Algorithm 2: Formation of Chord Algorithm

Input:
st : B-nodei (i = 1,---,m), 7 : threshold
huq .
8; . Selected h-hop U-node neighbosr
a-chord parameter, R. transmission Range

N!: h-hop U-node neighbours af

N!4 : h-hop D-node neighbours af

Output:

B-nodess?’s new location (coordinatesy’(x, )

foreach B-nodes? do

Find s%’s current location (coordinates) &f(x,y)

Find CM;L“W” : s?’s h-hop UN-nodes’ center of mass
Find CMZ.}”‘””) : s?’s h-hop DN-nodes’ center of mass
Calculatechord — o, virtual nodes’?usg from «; and
R.

Find C"Y=* (circle center(s)) obhord,,
foreach chord,, and C&"**' do

it ol —onteem|| < ol — om]
then

L

iy, = ok

hd(

z,y)

else if
Hcr(wﬂ/)k _ CM‘hd(z,y) ‘ > “C«&?»y)k’ _ CMhd(w~y)
then

L

C(Ivy) — C(mvy)k/

Valzda Yy
eif
HC(qc Wk CMhrur V) ‘ HC(OL’ W)k CMhd(“ "

then

L

Calculate rand» ~ U0, 1]
if p> 7 then

| ctat, =t

else
Lp<T

CVath,, = Ca"

p ,
'3 (w,y) = Ot

Distance-based metricdVe defineaverage movemerds

Coverage-Based Performance of Movement Algs. (#Nodes=1000,R=15, =0, #Exp=400)
920 T T T T T T T T T

gididvudavaivaviaiaduidaidaideldadreivideidaivretdetidiigeldeliaiiay

80 1

—o&— B Angle (W=1)
B Angle (W=0) |{

~
=]
T

—+— Random Select

— — — Closest Select
Vor-Voronoi

¢ MinMax-Voronoif|

Percentage of Recovery (0-100)%

20 . . . . . . . . .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
o (0Osas1)

Fig. 4: Percentage of Recovery

Connectivity-Based Performance of Movement Algs (#Nodes=1000,R=15,  B=0,#Exps=400)
80

701 1

50% /\// il
A -

40 ,

Percentage of Connectivity (0-100)%
\
\

—6— B Angle (W=1)

B Angle (W=0)

20f* —+— Random Select

— — — Closest Select

Vor-Voronoi

10 . . . . . ) ) O MinMax-Voronoi

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
a(0<as<1l)

Fig. 5: Percentage of Connectivity

V. RESULTS

Using Matlab, N=1000 nodes with communication and
sensing range of 15H. = R, = 15 m) are uniformly
deployed with random distribution in a rectangular area of
[-100,100] x [—100,100]. Similarly to [39][40], coverage
holes are modelled as circles with radiyg,;. = 50 m located
at (gote,yoe) = (0,0). The experiment was repeated
#Exp = 400 times for all movement algorithms. Chord
parameterd) is continuously changed frofto 1 to examine
its effect in the performance and node collective behavafur

the ratio of total amount of movement to the number dhe proposed movement algorithms. Results with error bars
participating nodes in recovery process. Average movemént.5% confidence intervals) are not included here due to
can be used with other metrics to better understand thpace limit (Figs. 4-6).

behaviour of movement algorithms in coverage hole recoveryPerformance metrics of movement algorithms are also

process.
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! IAlgs. o Recovery(%) [Connectivity(%) [Avg. Mov.(m)
2 D|slanc‘e—Based ‘Performa‘nce of Mo‘vememA‘lgs. (#No‘deszwo(‘J.R:lS. ‘ B=0, #E‘xp:400) 0 59.3000 20.5821 18.2413
0.25 [58.1561 14.9848 16.1297
wal ] p-angle W=1) 5’55 543100 15.7554 13.6721
0.75 146.3983 32.1165 10.5888
2} ] 1.0 [21.8333 84.2525 5.6323
0 58.8752 20.4436 18.2227
20} 1 5-angle(w=0) 0.25 [57.8314 14.4888 16.1230
= O bange W 0.50 54.2239 15.7458 13.6797
U T, Rhnae () | 0.75 46.4474 31.7605 10.6149
£ ~ ~ — Closest Select 1.0 [21.5037 84.0388 5.6850
g~ . o vorvoronal |1 0  54.3857 43.9619 15.7489
¢ T e Closest 0.25 [53.8395 42.9475 14.7811
g1 = . ] 0.50 52.5149 43.9536 13.7172
Tl 0.75 149.2130 48.7582 12.5073
r el 1.0 142.8042 67.2597 11.0456
ol N 0 54.4647 52.0741 18.1173
000 G00HOVOOHOVOVVOOOOVOVDOVOOVOVOOVOVOOOTBRO VOO OOV) Random 0.25 [52.5196 49.3625 16.0505
o | 0.50 149.0044 49.2323 13.6488
0.75 42.9059 55.0499 10.6438
. ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 1.0 [30.0398 77.9009 5.8566
o o1 02 03 04 05 06 07 08 08 1 0 [81.0696 51.3128 255432
Nor 0.25 [81.0696 51.3128 25.5432
. 0.50 81.0696 51.3128 25.5432
Fig. 6: Average Movement 0.75 [81.0696 51.3128 25.5432
1.0 [81.0696 51.3128 25.5432
0 [84.8375 61.5663 9.4616
changes fronD to 1, the percentage of recovery and nodes’minmax 025 184.8375  61.5663 9.4616
h . 0.50 [84.8375 61.5663 9.4616
average movements of virtual chord movement algorithms de- 0.75 184.8375 615663 9.4616
creased but at the same time their percentages of conmgctiv 1.0 [84.8375 61.5663 9.4616

increased, which shows that B-nodes’ collective behavamar
direction of movements shift gradually from moving towards

TABLE [: Performances of Movement Algorithms

to circulating around coverage hole. Each of these collecti
mobility behaviours can be used for different purposes.un o .
model, a can be chosen in such a way as to achieve properAs future work, new autonomous constrained node move-

percentage of connectivity, percentage of recovery wideri ments models can be defined: The isgue of trade-off between
amount of nodes’ movement. nodes’ amount of exchanged information and degree of node

Results from Figs. 4-6 and Table | show that although Ior@_utonomy can be investigated. The problem of nodes’ connec-

posed chord movement algorithm is autonomous and requifdty and collisions should also be addressed in more tetai

few or no message exchange, its performance is compardpiduture autonomous models. _
to Voronoi-based movements. In order to show the effects of a coverage hole on its

In the real-time scenarios with security and interferenddOXimate nodes, node residual energy models should be
concerns, using Voronoi-based algorithms requires glogfluded in recovery models. Undesirable secondary effect
knowledge of the network. So even if higher coverage afti imprudent node movements such as formation of new
connectivity is offered, in these scenarios, they not jcatt Ccoverage holes should be examined more comprehensively.
It should be noted that performance of our proposed modgiobabilistic autonomous prediction of nodes’ neighbatias
would change with regard to other network parameters suit§ Without exchanging any additional messages to achieve
as network node density, node range, and coverage holesradRinergent cooperative behaviour via autonomous nodesds als

node deployment distribution, etc. Therefore, their affecexpected to be an interesting future work. New models of one-
should be examined in more detail. time autonomous node movements instead of iterative nodes’

movements can be considered to reduce the problem newly
V1. CONCLUSION AND FUTURE WORK formed coverage holes, oscillation, and energy in the ndgtwo

A new autonomous and constrained node movement model
is proposed to partially/wholly recover large scale cogera

holes in real-time scenarios with interference and securit This research was supported by the Australian Research

consideration. Our proposed model of autonomous decisietauncn (ARC) discovery research grant No. DP0879507.
making is based on the available 1-hop knowledge at the time

of the damage event. By introducing the conceptvathords,
our proposed model not only taken the connectivity of moving
nodes into account, but it also shows an emergent cooperatiit] J. Yick, B. Mukherjee, and D. Ghosal, “Wireless sensortwuek
recovery behaviour. To compare our proposed model with —Survey” Computer Networksvol. 52, no. 12, pp. 2292-2330, 2008.

. . . . [2] I. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayiftiireless
conventional Voronoi-based algorithms, suitable pertomoe

) ) sensor networks: a surveyComputer Networksvol. 38, no. 4, pp.
metrics were introduced. 393-422, 2002.
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