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Abstract—In this paper, a new implementation of AODV,
called AODV-ProbA, is presented that substitutes Skvith the

Probability-based Adaptive (ProbA) broadcast algorthm.

AODV-ProbA is compared against normal AODV and anoher

proposed enhancement for AODV, called DP-AODV. An
algorithmic comparison between AODV-ProbA and DP-
AODV shows minor but critically important differenc es in the
use of local density knowledge and adjustment of &
probability threshold. The simulation results alsoconfirm our

hypothesis that AODV-ProbA performs considerably béer

than AODV and DP-AODV in highly mobile dense netwoks

under moderate to heavy traffic load.
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broadcasting algorithms and other components ofiorés.
Hence, it is critical that when proposing a newoatgm, we
evaluate it with accurate modelling of the underdyrouting
protocols and communication mechanisms. Clearlyer af
using such models a comprehensible understandinteof
factors that affect the performance of a networkges.

In this paper, we evaluate the performance of $6HA&
[7] and DP [8] as broadcast mechanisms that takerpthe
route discovery process of the AODV routing protodo
order to assess network performance, three perfaena
metrics, namely packet delivery ratio, end to eethyl and
throughput, are used. This is attributed to the fhat the
level of network performance visible to the endrusemore
important than that of internal network components.

The rest of this paper is organized as followstiSe@
presents the related work for broadcasting in MANET

Over the past few years many studies have beeipcluding a brief description of ProbA and DP. The

conducted to develop broadcast mechanisms to aléethe
effects of SF [1], [2]. The focus of the early werlwas on

algorithmic comparison of ProbA and DP is preserited
Section 3. The results of extensive simulation \stade

the schemes where the mobile nodes make the rafasiad Presented in Section 4. Finally, Section 5 conduttes
decision based on fixed and preconfigured threshold PaPer.

Despite the fact that these schemes have been stomwn
performance of the

considerably improve the overall
network, they have been found to highly depend loa t
combination of threshold selected, density and .|cHue

II. RELATED WORK

Over the past years some probability-based (PB)
algorithms have been proposed for broadcasting in

degree of dependency is such that in certain n&tworMANETSs. Probability-based algorithms are those hic

topologies even SF performs better than these sshsh

decide upon relaying a broadcast message usingpakutity

Adaptive schemes have consequently been proposed Yglue. ProbA and DP are two probability-based (PB)

alleviate these dependencies. In such schemesrshold
used for the broadcast operation changes accotdiribe
local density of the network, within the transmissiange of
the sender (number of one hop neighbors) or within

expanded neighborhood area (number of two hop

neighbors). To determine the density of the netwodally,
most of these schemes either exchange HELLO pafKets
[5] or use a positioning system such as GPS [6ks&h
schemes either introduce more overhead traffic He t
network or demand the existence of expensive, amdany
cases not very reliable, positioning systems. Tlaeesalso
adaptive schemes that decide upon the local deokitle
network based on duplicate receptions of a paaketHe
duration of a random or fixed period of time [d].

algorithms which have been proposed recently.

A. Probability-based Adaptive (ProbA) Scheme

This approach introduces an extra step in the PB
algorithm. According to PB, the receiving node #plthe
fixed probability threshold for the broadcast dexisexactly
after the packet is received. In ProbA, the mobiee falls
into a listening mode for a random number of titetssupon
reception of a new broadcast message.

ProbA takes advantage of this listening period and
calculates the number of duplicate packets receivsidg a
simple counter which is initialized to a value ofwhen a
broadcast packet is received for the first timee Mhmber of
identical packets arriving at the mobile node issely

A wide variety of broadcasting algorithms are beingconnected to the number of neighboring nodes. EHach

proposed under different assumptions. However,
credibility of simulation results and conclusionsae when

théhe value of the counter increases, the probatiiigshold is

tuned according to a pattern that is introduced

the network is only under broadcast traffic is Veryadministratively. This pattern is a scaled “if” teiment,

questionable as such scenarios are highly unriealibhis
approach ignores the dynamic
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where the probability threshold changes its valepetiding

interactions  betweeRN the current counter value. The number of possiblues
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Algorithm: ProbA
Input: broadcast messagm$9
Output: decides whether to rebroadcastgor not

1:if ( msg is heard for the first time ) {

2: count=1,

3: Generate a random number rand between 1 d@hd 10
4: while (wait for a random number of slots){
5. if (msg is heard again)

6: count++;}

7. if (count <cl)

8: P=P1;

9. elseif (count < c2)
10: P=pP2;

11: elseif (...

elseif (count > cn)
P =Pn;
if (P > rand)
exit;
else{ submit msg for transmission;
exit;¥

n+1:
n+2:
n+3:
n+4.:
n+5:
n+6:;

Fig. 1: ProbA algorithm

for the probability threshold is a parameter tratset by
default but needs to follow an exponential and adinear
trend [9]. The value of the probability thresholduld
change multiple times during the listening periodi @&very
time a duplicate broadcast packet is received. details of
the ProbA algorithm are presented in Fig. 1 wieiis the
probability thresholdcountis the counter described above,
Pi, P,
values andc;, o,
values.

ProbA’s primary goal is not to accurately calculéte
number of neighboring nodes, but to decide uporatiize
density level of the network locally inside thensenission
radius. This feature gives an extra advantage tdA1in
comparison to other adaptive schemes. An algorithrich
is based on HELLO packets or a GPS system cann
properly estimate the number of active nodes retrétting a
broadcast message. For instance, grey node (GRigin2
calculates the exact number of nodes inside tmsitmession
radius. Either using GPS or HELLO packets, the ezt
of the calculation will be very close to 12, theatoof all
white nodes (WN) and black nodes (BN). As a ressit|
will decide that the network is very dense locallyd tune
the probability threshold to be low (for example?d) in
order to avoid rebroadcasting that may cause moisand
contention. As the threshold is now very low, ivé&sy likely
that GN will not rebroadcast. Thus, none of the VWi
receive the broadcast packet.

In ProbA, GN will wait for a random period of time
counting duplicate packets, Fig. 3. As GN has rexkia
message once the counter will be set to 1 requaingry
high threshold value (for example 90%). It is highbssible
at this point, as the threshold is very high, tit will
rebroadcast the packet and all WNs will receive it.

..., G are the pre-determined counter
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..., B are the pre-determined probability threshold

Fig. 2. HELLOGPS Fig. 3: ProbA

B. Dynamic Probabilistic (DP) Broadcasting

DP also uses a packet counter in order to estithate
density of the network locally. A counter is maintd in
every node for every broadcast packet received.coheter
increases by 1 every time a duplicate packet isived. A
high counter value implies high local density and, the
contrary, a low counter value represents a lowllefiéocal
density. The probability threshold is increasedcase that
the counter is very low and decreased if it is high

The decision of a node to increase or decrease the
probability threshold and consequently to rebroaddhe
packet or not has an effect on the neighboring sicdenter,
as a rebroadcast will in turn increase their casnte
According to the [8], “this kind of adaptation cassa
dynamic equilibrium between rebroadcast probaeditand
packet counter values among neighboring nodes”s Thi
equilibrium state should lead to optimal resulticaugh it is
hard to reach that state as the mobile nodes may be
constantly moving. For that reason, the probabilitgshold
needs to be adjusted as quickly as possible. Irntiauld
according to DP drastic changes in the probalifitgshold
should be avoided.

DP dictates that a node should rebroadcast a packet
depending on the current probabili§y if the packet is
received for the firsiNc times, whereNc is the threshold
value to indicate whether enough duplicate packetse
received or not. The probability is decreased by a small
constand when an additional copy beyoig of an existing
&acket is received. The probabil®yis increased by another
small constant); if a node has not heard anything within a
time intervalt. An upperP, and a lowerP, bounds are also
set. The algorithm is presented in Fig. 4.

Setting the value dfand the initial value oP is critical.

If tis set too low, the counter may be checked toenadind
the packet counter may remain low. In this case th
probability value could remain the samet I§ set too high
the counter may be checked too less and the paoketer
may exceed the threshold often and the probaluitityd be
set too low.

The value 0NpeighouriS calculated using the formula:

n.RZ

neighbour —

N (N-1) D

The initial value ofP is set as follows.
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Algorithm: DP
Input: broadcast message$d
Output: decides whether to rebroadcasgor not

1: if (msgis received){
if (msgis in the received message list)
if (count > NC){
P=P-d;
if (P <PI)
P =PI
}
count = count + 1;
9: else{
10: count =1,
11: AddmsglID to the received packet list with an
expiration time;
12: Submitmsgfor transmission with probability P;
13: HHA R R R R
14:for (every time interval t)
15: if (no msg is received within t)

16: if (count < NC){

17: P=P+d1;

18: if (P > Pu)

19: P =Pu;

20: Remove msg ID from received messagé list;

Fig. 4. DP algorithm

1, where—2 >
neighbour
6 6
P= , where———< 1. 2
Nneighbour neighbour
6
0, where——— <

neighbour

lll. PrROBAVSDP

surrounding area for a given rebroadcast probgbilit
distribution among neighbouring nodes.

Despite the fact that both algorithms are basethersame
logic of implementing adaptivity, they differ in tweritical
points; how the listening period is accommodatesidia the
broadcast algorithm and what is followed when adjgs
the probability threshold.

A. Listening Period

According to the DP algorithm, a node does not it
the timer to expire before making the rebroadcasisibn. It
immediately decides whether to rebroadcast or moe
timer is used to accumulate knowledge for futureisiens.
The counter increases when a duplicate packetcisived
and in turn the probability threshold is decreastdothing
is heard during the listening period the countesasstantly
set to 1 and the probability threshold is increas®tereas,
the ProbA algorithm dictates that the node can alegide
upon the rebroadcast of the packet after the tilmes
expired, thus it makes its decision based on fyeshtained
knowledge upon the local density of the network. dild
perform poorly when the network topology changes, fas
the node would base its decision on some stale leuns.
This laziness may lead to poor performance in ighbbile
networks.

DP may look faster than other timer-based algomsthas
pointed out in [8]. However, this could only beédrii the
timer value is greater than 5-10% of the total émcend
delay of the entire process. For example, a waitiimg of
30ms does not have a significant effect on a psdteat
could last 300ms or even longer in case of higffi¢rmad in
the network where delay can exceed the value of.1lse
Furthermore, a small waiting time could also aidatmid
further collisions and consequently a rather lepdpack-off
process.

B. Probability Threshold Adjustment

The increase or decrease of the probability thidsiso
closely related to the potential additional coveragea that
could be achieved when the broadcast packet isrtridied.

If a large extra area is predicted to be covered by
rebroadcasting of a packet, the probability thrésisbiould

The core of both ProbA and DP algorithms is tobe set to a high value. That is the case when ovater

adaptively make decision to rebroadcast a packehobr
depending on the local density of the network. Aenstarts
a timer to enter a listening (or learning) moderupeception
of a new broadcast packet. During listening periuplicate
packets are counted. A high value reflects high bemof
active neighbouring nodes requiring a lower valwe f
probability threshold. On the contrary, if the cmvalue is
low, the probability threshold value needs to havaigh
value as a rebroadcast will provide a significatdhge extra
coverage area and thus the broadcast operationmeiit
likely not die out. It should be remembered that thcal
density of the network is not calculated accuratéiiie
counter value is just an indication of the numbkactive
neighbouring nodes. This is not an algorithmic wesss as
the counter value is proportional to the node dgnaithe
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value is low. On the contrary, if the predicted e@age area
is small, the probability threshold should be amjdgo a low
value. This is also the case when the counter valbegh. It

is obvious that counter value, probability threshahd extra
coverage area greatly affect one another in thoror

A B

D

Fig. 5: Extra area analysis
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The DP algorithm uses a linear pattern for the stdjent
of the probability threshold. For every increas¢hef counter
value, the probability threshold is decreased bgnaall
constant [8]. Furthermore, for every time intertfat there
are no duplicate broadcast packets received, thigapility
increases by another small constant. The ProbAritdigo

average. Following the same pattern, the extra eogared
can be calculated depending on the number of triasgms
heard for the broadcast packet. The result is shiowthe
graph of Fig. 6.

This analysis confirms ProbA’s hypothesis that the
probability threshold adjustment should follow an

makes use of a scalédstatement for the adjustment of the exponential and not a linear decrease pattern mgothe

probability [7]. This should lead to an exponentiacrease
of the probability depending on the counter valéa
example of the scalgtistatement is as follows:

if (count= 1) P =90%;
else ifcount< 4) P = 50%;
else P =10%;

In order to conclude which of the two patterns igren
suitable, we need to take into consideration tlrimdant
rebroadcast analysis performed in [9]. Considerst@nario
in Fig. 5. Node A sends a broadcast packet and iBde
decides to rebroadcast it. L& and S; denote the circle
areas covered by the transmission ranges of nodmsdAB
respectively. The gray area represents the addltemea that
will be covered by B’s rebroadcast namegl,SWe can
derive that:

|Ss_a| =77 = INTQ(d), ()

superiority of ProbA over DP.

V.

In this section, we present the simulation resoft®ur
performance comparison study that will confirm fimelings
of the algorithmic comparison performed in the pres
section. The algorithms of normal AODV with AODV-
ProbA and DP-AODV are compared. The performance
metrics for comparison include the packet delivesyio
(PDR), end to end delay, and throughput.

PERFORMANCEANALYSIS

A. Simulation Setup

The simulator used for the experiments is NS-2. All
experiments are grouped into 3 different categories
depending on node density, traffic load (number of
connections) and mobility. For the first group oksarios
node density increases from 20 nodes up to 200snwilk a
constant step of 20. The second group includesdhelts
against traffic load starting from 20 TCP connetsicand

where INCT(d) is the intersection area of the two circlesreaches the maximum of 60 connections, again with a

centered at two points distanceddy

INTC(d) = 4jdr/2\/ r? = % dx. 4

The extra coverage area gets the maximum value when

=d and is equal to:

ﬂr2—INTC(r):r2[§+§]=O.6]m2. )

Thus, B’s rebroadcast can cover an extra area %f 6fl
the area covered by the previous transmission. aVieeage
extra coverage area can be obtained by integrttmgbove
value over the circle of radiuscentered at A foxin [0, r]:

2 g INTCO] 4y o arme. (0

constant increase step of 10 connections. The dasip
evaluates the performance of the three algorithgenat
mobility. The starting point for the node speed@sn/s and
increases by 5m/s until it reaches the maximum evalfi
30m/s.

All nodes are placed randomly within a network togy

of 1000x1000 square meters. Transmission rangealior
nodes is set to 250m and channel capacity is 2Mbash
simulation run is executed for 800sec of simulatione.
Nodes move inside the network with a maximum spafed
20m/sec for the first two groups and O pause tioreall.
Node movement is generated using the setdest cochman
provided by NS-2, following the random waypoint rebd
Every scenario is run 3 times with different random
movement of nodes, in order to avoid any extrentes t
could compromise the reliability of our resultsndiresults
are calculated as the average of the 3 repetitiDegault
AODV parameters are used for all protocols, as our
implementations only dealt with the broadcast maisma
used. The type of traffic used in our experimest€onstant
Bit Rate (CBR). The number of connections per sgena

A rebroadcast can cover an additional of 41% anea iWas kept the same with a value of 50 connectionghifirst

Percentage of Additional Coverage Area

Number of Transmissions Heard

Fig. 6: Analysis of Redundancy
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and third group of experiments. Packet generatibm is set
to 1.0 packet per second. Data payload is 512 bytes
AODV-ProbA uses 3 different probability thresholds
depending again on the density of the network Ilgcal
Values for the probability thresholds used are, 1fifo
counter value of 1, 50% for counter values of 2 8nand
90% for counter values of 4 and higher. Probabditaire set
following an exponential pattern as described IBIl The
algorithm of DP-AODV requires the set of 5 addigbn
parameters. They are summarized in the table below:
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TABLE I. DP-AODV PARAMETERS
Probability Decrease Constaht 1%
Probability Increase Constaaht 2%
Time intervalt 35msec
Upper Probability Bound 90%
Lower Probability Bound 10%

The initial probability threshol® is calculated using the
formula presented is Section II.B. The justificatifor the

values ofd andd; is that the authors of DP argue in favor of

non-drastic changes in the probability. Low valuwésl%
and 2% are chosen respectively. The valug &f double the

time a packet was originated from the source nadi the
time it as successfully delivered to the destimatiode.

Throughput — The average rate of successful data
delivery in the network measured in kbps.

B. Packet Delivery Ratio

A mobile node will miss a packet if all of its nhlgprs
decide to suppress rebroadcast in case of an ACH2Wepb or
if there is a collision and the TCP packet neverches its
destination.

Fig. 7 shows the packet delivery ratio for a nekwor
against node density. All three algorithms performa
similar way for sparse topologies of up to 60 nodesr

value of d in order to reach an equilibrium state. Themedium and high node density topologies, AODV-ProbA
probability P decreases more times in average as in ouperforms better than both AODV and DP-AODv. Fig. 8

dense scenarios it is more likely for a node teeirex the
broadcast packet more than once during the sirulaitine.
For reasons of fairness the time intertdbr DP is set to
35msec. That is the average listening time for AGEXGbA
as well. Upper and lower probability bounds aretsethe
same values for both algorithms.

The following performance parameters are considfmed
our simulation experiments. It is noted that allties are
concerned with both TCP and AODV traffic.

Packet Delivery Ratio (PDR)}- The percentage of
successful packet deliveries throughout the sirauidatme.

End to End Delay The amount of time elapsed from the

Packet Delivery Ratio
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shows the PDR percentage for a network againsictiafd.
Once again, for low traffic density of 20 and 3@cections,

all algorithms produce the same results. In casenofe
connections, AODV-ProbA and DP-AODV perform better
than normal AODV, with the latter been slightly
outperformed. The PDR level of a network when nejgeed

is increased is presented in Fig. 9. AODV-ProbAdpices
higher PDR for all average node speeds. Normal AODV
performs poorly reaching down to 35% of PDR.

C. End to End Delay

In general, the metric of end to end delay is foumd
produce very similar trends with the results for RPDr
reachability. Especially in scenarios with highdkvof node
and traffic load densities, back-off and mediumedgbn
mechanisms may delay the transmission of packets in
addition to the high probability of the packet nexeaching
its destination.

As shown in Fig. 10, when AODV-ProbA is used, a
packet travels from source to destination with hggleed.
The performance of DP-AODV is average when delay is
measured and normal AODV produces unacceptabley dela
for medium and high node density networks. Figstidws
the end to end delay for a network against trdéfad. Both
DP-AODV and AODV-ProbA perform better than normal
AODV with the latter producing slightly lower avgedelay
for all scenarios. End to end delay against mgbilg
presented in Fig. 12. Normal AODV with simple fldogl
causes delay to be on average 150% higher thaotktes
two algorithms. Once again, AODV-ProbA slightly
outperforms the Dynamic Probabilistic algorithm.

D. Throughput

Throughput is an important metric that represents a
network’s ability to transmit data. It is a veryputar metric
in QoS performance comparison studies in MANETS iand
defined as the number of bits or kbits transmifed time
unit.

In Fig. 13 we compare the network throughput for
different node densities. Normal AODV is outperfednfor
medium and high density levels. Despite the fadt th
performance for DP-AODV is slightly higher for sparand
average node density networks when compared against
AODV-ProbA, when the network becomes extremely dens
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its performance rapidly decreases. The performasfca
network in terms of throughput when different tiafioads

are configured is shown in Fig. 14. All algorithiperform [1]
almost identical for 20, 30 and 40 connections. Wi
number of connections increases, throughput fomabr 3
AODV begins to decrease sharply. AODV-ProbA perform
better than DP-AODV for very high traffic loads enagain.

Fig. 15 confirms the superiority of AODV-ProbA for [3]
scenarios with different node speeds, as it cotigtan
produces higher throughput than AODV and DP-AODV. )
V. CONCLUSION

In this paper, a comparison between the effectsvof |5
probabilistic adaptive schemes, ProbA and DP in AOD
routing protocol has been presented. Two key diffees
between these two algorithms have been highlightedrole  [6]
of the listening period as part of the adaptivitgamanism
and the way this is implemented in addition to diféerent
mathematical pattern followed when adjusting
probability threshold. The result of this companidtas led
us to the fact that ProbA should outperform DP é@ngk
networks with highly mobile nodes. The experimengsllts
presented in this work have confirmed the supdyioof  [8]
ProbA against DP in almost all simulation scenatissd in
terms of packet delivery ratio, end to end delagd a [°]
throughput under various network sizes and traffads as
well as different node speeds.

them
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