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Abstract—A considerable part of data aggregation during Continuous Information Processing Methodold@/PM). In
information processing in industry is still carried out in nightly  order to be able to in-depth analyse the CIPM, a formal,
batch mode. In contrast, using our method termed Continuous  yathematical model is set up, the conversion of the underlying

Information Processing Methodology (CIPM), the aggregation . .
can be started as soon as the data collection is initiated. Our Structure is defined and the pros and cons of CIPM, as opposed

method was motivated by a real-world application scenario at t0 the classical batch jobs strategy, are discussed.

a semiconductor company. During the data collection process, According to fl] “Big Data is the information asset char-
partial aggregated values are determined, such that, after the acterised by such digh volume velocity and variety to
data collection phase has been completed, the final aggregatedn:_,quire specific technologyand analytical methodsfor its

values are available for evaluation. In order to benefit from the ¢ f tion int lue” A ding to the definiti b
rigour of a formal approach, a mathematical model is introduced ranstormation into value'. Accorading to the definiuon above,

and the conversion from batch mode to CIPM is exemplified. Big Data is much more that high volume of data and needs
The most common aggregation functions used in various field unconventional methods to be processed.

of industry and business can be easily adapted and used within At the same time, a cultural change should accompany the
CIPM. The major additional benefits of the CIPM are reduced 50655 of investing in interdisciplinaBusiness Intelligence

and spread aggregational effort over the whole collection period . ) . - )
as well as tightened and straightforward computational design 2nd Data Analyticseducation {], involving the company’s

strategies. To conclude, the CIPM supports a paradigm shift from €ntire population, its members to “efficiently manage data
more or less subjectively designed individualistic conceptions in properly and incorporate them into decision making pro-
software design and development towards objectively established cesses” ).
optimal solutions.

Index Terms—Continuous information processing; Continuous A. Motivation
aggregation; Energy efficient computation; Real-time capabili- . . .
ties; Data Analytics; Data processing; Stream processing; Batch 1) Rapidly increasing data amounfThe total amount of

processing; Business Intelligence; Big Data. data created, captured, and consumed globally is forecast to
increase rapidly, reaching more than 180 Zettabytes in 2025,
|. INTRODUCTION as opposed to 64.2 Zettabytes in 2020 and 15.5 Zettabytes

At first, the core of our aggregation theory in a nutsheih 2015 [3]. Real-time information processing has become
is succinctly addressed, some definitions such as Big Datasignificant requirement for the optimal functioning of the
are tightened up and the principal motivation of our papemanufacturing plants4]. Worldwide by 2022, over 50 bil-
i.e., increased real-time requirements in the industry, is pdeén Internet of Things(loT) devices including sensors and
sented. Cisco, in a white paper, identified the deficienciastuators are predicted to be installed in machines, humans,
of the classical nightly batch jobs aggregation strategy awmdhicles, buildings, and environments.
summarised them in five Pain Points. All except for Pain 2) Real-time requirementsDemand is also huge for the
Point 3 regarding ad-hoc reporting, will be addressed withheal-time utilisation of data streams instead of the current
this paper. The statistical functistandard deviatioris used batch analysis of stored Big Data][ The operations of a real-
to illustrate our methodology. The usual representation of thieme system are subject tame constraintgdeadlines), i.e., if
standard deviation is adapted to fit our needs. specified timing requirements are not met, the corresponding

Aggregation is an operation to obtain summarised informaperation is degraded and/or the quality of service may suffer
tion by using aggregate functions. A new methodology fand it can lead even to system failuf.[In a real-time system
information aggregation based on a very simple and straigheadlines must always be met, regardless of the system load.
forward starting point is formulated in this paper — namelA system not specified as real-time cannot usually guarantee
that within the information flowthe process of information a response within any time frame. There are no general
aggregation should be started as early as possiblest as restrictions regarding the magnitude of the values of the time
soon as the collection phase is initiated. This strategy assumesstraints. The time constraints do not need to be within
a strict and clearly defined architectural design strategy of teeconds or milliseconds, as often they are understood. There is
computational framework and enables real-time capabilitiasgeneral tendency that real-time requirements are becoming
of the system, therefore, the new methodology is termeducial requisites.
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Travellers require current flight schedules on their portablegh-performance sequential disk acceld,[[11]. Zhang [L1]
devices to be able to select and book flights; in order tmtlines the key challenges of spatio-temporal aggregate com-
avoid overbooking, the flight plans and the filled seats mugtitation on geo-spatial image data, focusing primarily on data
be kept reasonably current. Similarly, people expect instamving the form of raster images. She gives a very detailed
access to their business-critical data in order to make informederview of the state of the art regarding efficient aggregate
decisions. Moreover, they may require up-to-date aggregatmputation. Her approach is based aggregate queries
data or even ad-hoc requests. This instant access to critcainmon in the database community, including data cubes,
information may be crucial for the competitiveness of thehereas our approach (CIPM) does not focus on database
company ¥]. technology when calculating the aggregation functions. For
) example, the improved multi-version SB-tree consumes more
B. Aim space than the size of raw data. Other approaches use only a

Cisco [] identified a couple oPain Pointsin the Business small index, reducing the space needed, but supporting only
Intelligence (Bl) area, but these Pain Points carry a mogeunt and sum aggregate functions. The main idea behind

general validity: the SB-trees is to provide through a depth-first search, —
1) the race against timemanaging batch window time by accumulating partial aggregate values — a fast look-up of
constraints, computed valueslf], [12].

2) cascading errors and painful recovergliminating errors B S
caused by improper job sequencing, - Scotty
3) ad hoc reporting managing unplanned reports in a plan- Scotty [L3] is an efficient and general open-source operator

based environment, for sliding-window aggregation for stream processing systems,
4) service-level consistencynanaging service-level agree-such as Apache Flink, Apache Beam, Apache Samza, Apache
ments, Kafka, Apache Spark, and Apache Storm. It enables stream
5) resources ETL resource conflict management. slicing, pre-aggregation, and aggregate sharing including out-
Our approach will address all points except Pain Point 3)f-order data streams and session windoiv. [The aggregate
which is subject for future research. window functions are: avg(), count(), max(), min(), sum().

In conclusion, continuous information processing enabl&§€iNg & toolkit, the out-of-the-box aggregate functions are
a new perspective on aggregation strategies, such that agéftricted to the above. Implementation details are disclosed
gation is performed in parallel to the data collection phasi & Preprint paperIs]. Scotty can be extended with user-
Preliminary aggregated values corresponding to the currél@fined aggregation functions, however, these functions must
state of the retrieved data are available for evaluation. Nighthf @ssociative and invertible. Since Scotty is open source,

batch aggregation becomes obsolete. additional user extensions are always possible.
_ Sliding window aggregation is also a main topic regarding
C. Outline this paper, even if sliding windows are not used for report-

The remainder of the paper is structured as follows: Selg/evaluation. There is always the possibility that erroneous
tion Il gives an overview regarding existing work relatelata is captured. This cannot be avoided, since a data set may
to the described problem. An informal presentation of tHeok formally correct, but may be wrong with regard to its
continuous aggregation strategy is presented in Sedtlon content. Such anomalies can be detected hours after the data
whereby SectiorlV introduces the mathematical model andélas been processed and should be corrected.
describes how the batch aggregation can be transformed inté\ccording to [L6] research on sliding-window aggregation
continuous aggregation. The presentation of the main resdigs focused mainly on aggregation functions that are asso-
and discussions based upon these results constitute the corfi@ive and on FIFO windows. Much less is known for other
of SectionV, whereas SectioiVl concludes this paper andnontrivial scenarios. Is it possible to efficiently support asso-

sketches the future work. ciative aggregation functions on windows that are non-FIFO?
Besides associativity and invertibility, what other properties
Il. RELATED WORK can be exploited to develop general purpose algorithms for fast

The focus of this Section is primarily on algorithmic apsliding-window aggregation? Tangwongsan et &l] [present
proaches regarding the previous art. The analysis of differéhe Finger B-tree Aggregator (FiBA), a novel real-time sliding
one-pass algorithms9[ and their efficient implementation is window aggregation algorithm that optimally handles streams
beyond the scope of this paper as well as pure technicdlvarying degrees of out-of-orderness. The basic algorithms
solutions based on database technologies. can be implemented on any balanced tree, for example on

B-trees.
A. SB-trees

A B-tree is a balanced tree data structure, that keeps déta Holistic functions
sorted and allows searches, sequential access, and deletiof$ie median is the middle number in an ordered list of items.
in logarithmic time; the tree depth is equal at every positioithe median is a holistic function, i.e., its result has to rely on
whereas the SB-tree is a variant of a B-tree such that it offdte entire input set, so that there is no constant bound on the
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size of the storage needed for the computation. An algorithinis assumed, that reporting is based on daily aggregated
suitable for continuous aggregation based on heap technolaig@ya. Data collection starts at 00:00:00 for the current day
can be found in]. For the sake of completeness, the maiand it ends, retrieving data generated till 23:59:59 of the same
idea is presented below. Two heaps are used, one for the higtt@y. Whenever applying the classical batch jobs strategy, the
part and one for the lower part of the data. The newly collect&énsformation/aggregation is started only after the data is fully

dataset is inserted into the corresponding heap; if the totatrieved/collected for the current day, which we are referring

number of items is even and if the case arises, the heaps tareln this case, the transformation/aggregation can be started
balanced against each other, such that the two heaps contaily after midnight.

the same number of |t§ms, et_c. Hence, hOI'St,'C aggregatlorbn the other hand, the CIPM is carried out on small chunks
functions can be used W'.th continuous aggregation technlqugg,data, usually such that the transformation/aggregation is
they should however satisfy the foreseen time constraints. performed on data loaded into memory during the collection
D. Quantile phase. This way, reloading data into memory for aggregation

. . . epurposes is obsolete.
A survey of approximate quantile computation on large-

scale data is given by Chei]. In streaming models, where The continuous aggregation strategy is quite straightfor-
data elements arrive one by one in a streaming way, algorithiard: after midnight, the collection phase for the current day
are required to answer quantile queries with only one-pa§sstarted, i.e., the chunks’, Cs,...,C,, are retrieved one
scan. Formulas for the computation of higher-order centrafter another. While the second chuik is retrieved, the
moments or for robust, parallel computation of arbitrary orddifst chunk C; is transformed/aggregated, and so on and so
of statistical moments can be found hef@][ [20], some of forth. At the end of the current day, most of the collected data
them are one-pass incremental approaches. is aggregated. The subsequent day, the remaining chunk(s)
In conclusion, the main focus of the existing research hage transformed/aggregated and a post-aggregation phase is
been to develop aggregate queries for efficient retrieval api@rted, during which the final calculations are performed. In
visualisation of persisted data. However, with Scotty a genefBf €nd, the aggregated values are ready for reporting soon
open-source operator for sliding-window aggregation in strea@ffer midnight.
processing systems, such as, for example, the Apache familyin order to keep the presentation simple and accessible
has been developed. Scotty incorporates the usual aggreggig to avoid technical complications, it is required that the
functions like avg(), sum(), etc., and it has the possibilityme to perform the transformation/aggregation of a chunk is
to include special user defined functions. Tangwongs# [ sjightly lower than the corresponding time of the collection
points out that much less is known for nontrivial scenarios, i.§)hase. In real-world systems, under some circumstances, this
functions that are not associative and do not support FIR® opviously not necessary. Let us suppose that the time to
windows. Our approach, however develops the strategy aRfrieve a chunk ist, but the time to transform/aggregate
technology for continuous information processing, abbreviatgge values of a chunk is slightly lower thadt and let A,
CIPM and shows that functions, which allow efficient one-page the phase of aggregation of churk. Then, the start
implementations are suitable for CIPM. Moreover, holistigf 4, is phase-shifted by with regard toC;, i.e., 4; is
functions allowing appropriate implementation, for examplgtarted simultaneously witl,, etc. As a consequencel;
median [] can be used with CIPM. completes before”;, ) is started. Hence, in this example
there are three instances of the aggregation algorithm running
in parallel. Possibly, information between the aggregation
The term information function and aggregation functiaf[ jnstances running in parallel need to be exchanged.

are used synonymously within this paper. Corporate reporting . . . I
aims to provide all of the counterparties with the information N Order to keep the presentation simple, itis assumed within

they need in order to transact with a company. This can H¥S Paper, that the chunks are of the same size and the time
termed theinformation functionof corporate reporting2l. to retrieve them does not change. Of course, this assumption

Within this paper, we assume that the data collection affyot necessary in real-world systems.

the subsequent data transformation are continuous processes) Exemplification using Standard Deviation (SDiext,
aggregation being the process that succeeds transformatiag. complexity of our approach is illustrated by exemplifying
The terms continuous information processing and continuog technology on thetandard deviation of the sampl&he
aggregation are used alternatively, emphasising that within thandard deviation shows how much variation (dispersion,

continuous information processing, the continuous aggregatié)‘gyead) from the mean exists. It is easy to present without
is the challenging part. being trivial.

1) Overview of the CIPM :Following, the fundamental
issues of the continuous aggregation strategy are outlined b)}'Et {z1,
using two simple flow diagrams, Figurd)(presenting the items, let 7 = 1/Nzxi be the mean value of these
classical nightly jobs aggregation strategy, whereas Figd)re ( p
describing very succinctly the continuous aggregation strategjaservations. The common representation of the (uncorrected

I11. PROBLEM DESCRIPTION

xa,...,xN} be the observed values of the sample
N
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sample) standard deviation is:

‘ Starting daily collection & aggregati#n )

- 00:x:00 Start
CORLIADD) St GallEeting) transformation of the data

data; current day. collected the day before.

J 7

23:59:59 Stop collecting 00:y:00 Start aggregation

At first glimpse, the above representation of the standard de-
viation cannot be applied to continuous computing techniques.
The impediment is the terma. In order to be able to apply
the formula (), all the data involved has to be first collected.
data; current day for the transformed data. Chaq et aI._23], [.24] caI.I the aboye representatiawo-pass.

algorithm, since it requires passing through the data twice;
once to compute and again to comput§ Dy . This may be
_,{ The next day |« unwanted if the sample is too large to be stored in memory, or
when the standard deviation should be computed dynamically
Figure 1: Simplified flow diagram exemplifying the batch job strat@s the data is collected.
egy(x is the time gap due to collection delay; y is the time gap due Regrouping the terms in the formula above, the well known
merely to transformation). representation is obtained:

1 al 2
SDyn = N ‘N :Uf — (sz>
=1

. @)

<

‘ Starting daily collection & aggregatiqn

Letl <n < N.LetS,=n)» z7-

i=1
n 2
Z.’L’z) , let An =
00:00:00 Starting data 00:00:00 Starting transf. . P P
<> & aggreg.; current day.

n
collection; current day. Waiting for chunk data >« let B, := > ;. The alternative representatiog)(

| v

Collecting data of Start transf. &
chunk Cy; current day. aggreg. chuniC;.

| l

Collecting data of Start transf. &
chunk Cs; current day aggreg. chuniCs.

D

of the standard deviation is suitable to be used within the
continuous computation approach.
During the data collection phase, the functiofis and B,,
are updated, either after each itam, as soon as it in known
to the system, or considering small batches. Thus, at each
point in time, during the data collection phase, the values of
l l A(n41y and B(n'ﬂ) can be easily calpulated by adding up
— S e t/f;e Jtor;espon;l_lng value of the new item. Henﬁ;gnﬂ) =
& aggreg. ... n + T(,4)- Similar results hold forB, ). Accordingly,
l l at each point in time, the standard deviation can be easily
calculated, if needed, as a function $f, A4,,, B,,. It follows:

Start transf. &
aggreg. chunlC,.

Collecting data of
chunk C,,; current day

S(n+1) = Sn + An +n- ‘r%n+1) - 2x("+1) ’ Bn

v
l 23:59:59 Ending

23:59:59 Ending data
collection; current day.

almost all transf. &
aggreg.; current day

—»{ The next day: }<—

Remaining transf.

& aggreg. of data

¥
Post-aggregation of dat

collected the day before;

a
collected the day before;

D

Hence, intermediary results and trend analysis are possible
during data collection.

For example, almost aKey Performance Indicatoré<PIs)
used in the semiconductor industry can be adapted to be
applied within CIPM pR5]-[28]. The same is true in other areas
of the industry or business.

3) Reason for choosing SO:he considerations above were
drafted merely to illustrate the continuous computation tech-
nology, in real-world systems the representati@h Without
using absolute values in the square root function can lead
to negative values. Whed y and By are calculated in the
straightforward way, especially whel is large and all of x-
values are roughly of the same order of magnitude, rounding
or truncation errors may occur2g]. Please note that the

Figure 2: Simplified flow diagram exemplifying the continuou ; ; ;
aggregation strategy. The arrow with three heads signifies that k?é) resentation) using absolute values, has been adapted in

aggregation phase waits till the respective chunk data has b&rﬁer to avqi(_j neg_ative V_alues unde_r the Square root. Using
collected. double precision arithmetic can possibly avoid the occurrence

of anomalies as above.
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4) Counterexample:Unfortunately, there are also some 2) Grouping: Let [r be the number of the aggregation
simple and well known functions, such as tAgerage Ab- functions. In order to perform the computation of the streams
solute Deviation (AAD)which generally speaking cannot be- the aggregation functions are in general functions of several
used with continuous computing techniques; AAD is calcwariables — a grouping
lated as the mean of the sum of the absolute differences

. — a1 72 (a)
between a value and the central point of the group: G={G",G",....G"}

is defined on the space of the streams, such that

1 N
AADy = Z; | — M. GO = {x), x| x(y,
The central point\/ can be a mean, median, mode, etc. FG"d/r = lg. Accordingly:
some distributions, including the normal distribution, AAD can g(l) = W) o 2) o ()
be related to or approximated with the corresponding standard ¢ ¢ ¢ ¢
deviation BQJ-[32]. is the value of the grouping’® at timet. This way, new
compound streams are created. In order to keep our model
IV. THE FORMAL MODEL as simple as possible, it is supposed — without limiting the

The description of our methodology is formalised, w@enerality — that the number of groupings is equal to the
introduce a mathematical model in order to use the advantagédnber of aggregation functions.
of the rigour of a formal approach over the inaccuracies and3) Aggregation functionsiet
the incompleteness of natural languages. It is assumed that Fo— {F(l) F@ F(zp)}
the streams arénite, i.e., there are two points in time,, the ’ B
initiating andt., the termination point, such that within thisbe the set of the aggregation functions, such that
time interval, the data is collected and aggregated.
If the aggregation occurs after the entire raw data have been
previously collected, involving technologies that process all @y 1 < | < .

the collected data at once, then the process is tefa#ch  |n order to keep the model as general as possible, small scale
aggregation moder large scale aggregatiarOn the contrary, aggregation is considered as the overall approach. This means
if the collected datdts,t.] can be split intok > 2 smaller especially, that data is collected and computed/aggregated in
(equal) units of lengtit, such that small batches. In order to be able to continuously compute
— i.e., retrieve/collect, transform, aggregate — the time to
aggregate the small batch should not exceed the collection
Uk = [tot (k—1)141, Le] time of the same batch. Obviously, if this is not the case, the

. L aggregation cannot be performed during the data collection
Iso term hunks anghrtial regationi rform n . . . e
also termed chunks a al aggregationis performed o hase. During the transformation phase, the data is verified

these units, such that the final aggregation values are calculfe
t

out of the corresponding partial values of the chunks, then s%{ui?su:gczérﬁ)gﬁizgatedrlslljgzzdar?de.e; dgai dfr;)l:'::h”:ﬁg;pilte is
process is termedmall scale aggregation ), group P

. bFst finalised for aggregation. During the transformation phase
Some authors specify the terms large scale or small scge . :

. ; L —data is not altered and has the level of granularity of the
aggregation regarding their ability to perform the computatloc|;1ri inal raw data
in memory. Within this paper, a more algorithmical than a 9 o N
technical approach is followed. 4) Standard deviation as exemplificatiohet 1 <[ < [p.

Let us suppose that® : GO — R is the standard deviation,
A. Notation see representatio@)and letz € G a particular stream. Let

. 1<t<T and let:
1) General notationsietl/x € N be the number of streams

and let (1,1) . 2
fi @) =Y ad,
X = {X(l),X(Q),...,X(lX)} i=1

FO.qW LR

Ul = [tsaﬁs+l]7 U2 = [ts+l+17ts+2l]7 cery

be the set of streams. In order to keep our model simple, it is ft(l’2>(x) = Zl'ia
supposed that each stream delivers data at the same point in i=1
time, let{1,2,...,T} be the points in time when the data is 13 t t 2
collected and known by the system. ft( ' )(ﬂ?) = thf - (Z xz)
Let 1 < t < T. The value of the streanX (") collected i=1l ) i=1 L
at time ¢ is denoted byz!" . The streamed values can be =t f"V (@) - (f" (2))2 3)

represented as a matrix ) . .
Let F,”(x) be the value of the functiod®) applied on the

(Tu)1<t<Tii<i<ix - values subscripted by1,2, ... t}.
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Then Ft(l)(:r) can be calculated out of the values of 3) General case:Now, let us consider the general case.

"D (a), £ (2), i.e., by consideringf{"* (z), namely:

1 1
FO@) =5

Letl1 <I<Ip, letj ¢ > 1, such thatj is the index and
79 (x)‘_ ()  ais the length of the chunks. Let

FO .G - R such that:
a) there exists; real valued functions

B. Information processing
1) Chunk-wise processind:et j,¢ > 1 and let us suppose

that the streams are retrieved in small chunks: FOV R p ) defined onG Y
C; = {Cj(l)’cj(2)7 3 "C](lx)} such that for each chur@](.l), the values of
(1,3) )
of ¢ items, i.e., the chunl@'](l) consists of partial streams f(j+1)q (A=i<ly)

can be calculated out of the valuesﬁjff),

l l 1 1
= (a0 9 L2l ). "t . N .
b) F is a function of f("9) for all 1 <4 < I;.

(G-1a+1) T(G-Da+2) " (o)
The information is processed chunk-wise, fittis retrieved.
As long as the next chunk; is retrieved, aggregations is  Then, intermediary results, such as the valuégt,
performed onC; simultaneously, then chunks is retrieved be calculated out Of(l,i)

i i ()’ )
by simultaneously aggregating churik, and so on and so ) Jjy be the index of the final chunk to be processed.

forth. As already mentioned, in order to assure continuo . .
computation, the time to perform the aggregation on t%ﬁmously, the algorithms should ensure that the Vd@slgq

chunks should not exceed the retrieval time of a chunk, else Qes not depend on the size of the chunks.

2} . ) ;
aggregation cannot be performed during the retrieval periosqf') Reprocessing:In practical systems, in general, there
The values off(l.’l)l)q and £"? " can be easily calculated out

1) Can

ould be a technology in place that allows recalculation.

(4 (3+Dq This is necessary, if for what reason whatsoever, some stream

of fiv") and f{,*, for example: values are erroneous. Sometimes, it takes time to correct them,

q since not all wrong values can be detected and corrected
f((;ii)q(x) = f;f,’l)(x) +Zaz?q+i. automatical(l%/.l)Re%aQr)ding the' standard deviation, two new

i=1 functionsdf,” ", df,””’ can be introduced, such that

The vaIueFj(f]) can be calculated at each step, or alternatively, (G+1)-q

after having reached the end of the collection phase. This dfie)(z) = Y a?

phase is termegost aggregation phasesince calculations i=j-q

are not done during the small scale aggregation phase (i.e., and

chunk aggregation), but after all chunks have been retrieved (i+1)-q

and aggregated. Since the small scale aggregation should be de’Q)(x) — Z .

as fast and effective as possible, the functi¢ﬁ§'), Fj(fl) must 74 = '

not be necessary calculated for each chunk, — if there is no_l_h t and updated ted val b hieved
requirement in this direction — they can also be calculated on €n, correct and updated computed values can be achieved,

: (1.3) L.1)
a case by case basis by the tool that visualises intermedifyy €x@mple by adding tof™" the new value ofdf;,

results. and subtracting the corresponding old vahlféfl’l), similar

2) Truncation errors:A discussion regarding the truncationconsiderations fodfj(é@)_ This means especially, that the cor-
errors is beyond the scope of this paper. As already mentionggsponding values for the initial chunk and the corrected chunk
when \V is large and all of x-values are roughly of the samgave to be (re)calculated. In the end, the vaﬂ@f@,q has to be
order of magnitude, rounding or truncation errors may occécalculated. As already mentioned, the above considerations
when f"") and/or f{**) for 1 < ¢t < T are evaluated in the are included in order to illustrate the methodology. In practice,
straightforward way29]. A greater accuracy can be achievedetter suited algorithms can or should be used instead.
by simply shifting some of the calculation to double precision ) L
see P3|, [24] for a discussion on rounding errors and th& Pseudo-code algorithm exemplification
stability of presented algorithms. Barlow present®aa-pass- A simplified algorithm to exemplify our continuous aggre-
throughalgorithm B3], which is numerically stable and whichgation strategy is sketched. It is based on disassembling the
is also suitable for parallel computing. standard deviation?\" using £V, £ t{3) see equa-

The scope of the presentation above is merely to illustraien (3) and @). In order to keep the representation of the
the technology. Of course, if a function does not allow aalgorithm simple, it is supposed that the chunks have the
one-pass algorithm, it cannot be used directly for continuosame length equal té.;..r. The corresponding algorithm
computation. A classical example in this direction is this presented in Figure3). In real-world systems, the data
average absolute deviation, as mentioned before, in sonwlection may involve also time limit$,,,., such that the
cases there are approximative one-pass implementation of tbenbination of botht ;.. andl.,..x, restrict the length of
algorithms. the chunks.
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* Sample code to exemplify the continuous aggregation
strategy
*/
double precision F&D = 0; /icomponent function
double precision £ = 0; /icomponent function
double precision FO = 0; /lintermediary value of the
standard deviation corresponding to the state of
collection
int  lecpunk = 10,000; //Inumber of the items of a chunk
float [lchunk] c; /lcontains the retrieved values of the chunk
float [lchunk] Cprev; /lcontains the data of previous chunk
int  L.,; = 0;//length of the collection
I
[ *
* data corresponding to the length of a chunk is collected
*/
procedure data_collection(){
int  l.ur = 0; //number of the collected items
repeat
collect data into c;
leur ++1
until (- lewr = lenunk)

for (int 51 < lehunk; t++){
cprev[t] = c[i]; llcopy the values of c into Cprev
}
h
11
| *
* data of the previous chunk is aggregated
*/

procedure data aggregation(){
floatl l.punk] @; /I contains data of the previous chunk
for (int 151 < lehunk; t++){
z[t] = cprew[i]; /lcopy the values of Cprev INO X
/I calculation of the functions composing the standard
deviation
lehunk

PO = 0 N @l
i=1
lehunk

R N ]

i=1
Lecot := Leor + lehunk: IInumber of items already collected
I

1
PO . T\/|LCUL CFOD — (FW2)2(: )/ only if required
col

b
I
[ *

* final calculation of the standard deviation
*

/

procedure data_post_aggregation(){

O 1 \/’Lcul CFD) — (FE2))2|;
Lcol

h
11
[ *
* start aggregation in parallel to data collection
*/
void main(){
data_collection();
repeat
start: in parallel
thread: data_collection();
thread: data aggregation();
wait until both threads finished;
until collection_phase_has_ended;
data aggregation();
data_post_aggregation();

}

Figure 3: Pseudo-code based algorithm using standard deviati
exemplifying the continuous aggregation strategy.
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D. Benefits in the software development process

1) Transparent software developme@ne of the outstand-
ing advantages of the continuous aggregation strategy is the
possibility to simplify and align/harmonise the set-up process
of aggregation, thus leading to faster, modularised and more
effective and transparent software development. This involves
improved maintenance possibilities due to its conceptual unity.
Moreover, people can be trained much easier on maintenance,
since the software developed is not the outcome of individual
abilities and unique skills, but of very well specified method-
ologies.

2) Paradigm shift: Lewis [34], [35 stated thatsoftware
construction is an intrinsically creative and subjective activity
and as such has inherent riskkewis added:the software
industry should value human experience, intuition, and wisdom
rather than claiming false objectivity and promoting entirely
impersonal “processes”

Our contribution is a step in setting up objective criteria
regarding software developing processes, such thatait
be a science, not just an artparaphrasing Roetzheim’s
statement 36] regarding software estimate. This way, our
approach facilitates thearadigm shift from a subjective
software construction activity, towards objectively verifiable
straightforward strategies. Our approach does not claim that
the overall effort of the transition from large scale aggregation
to small scale aggregation is diminishing, the complexity
of converting multi-pass algorithms to one-pass algorithms
should not be underestimated. It does requirginsically
creative and subjective activityas formulated by J.P. Lewis,
but merely on the algorithmic side.

E. Real-time capabilities

1) Real-time systemsThe term continuous information
processingnvolves incessant data collection and steady aggre-
gation, such that preliminary aggregated results corresponding
to the current status of the collected data are available for
evaluation purposes. Continuous processing of large amounts
of data is primarily an algorithmics probler37].

Real-time systems are subject to time constrains, i.e., their
actions must be fulfilled within fixed bounds. The perception
of the industry of real-time is first of all fast computatid3g].
Moreover, TimeSys39 requires the following features for a
real-time system:

a) predictably fast response to urgent events

b) high degree of schedulabilitghe timing requirements of
the system must be satisfied at high degrees of resource
usage,

c) stability under transient overloadwhen the system is
over-loaded by events and it is impossible to meet all the
deadlines, the deadlines of selected critical tasks must still
be guaranteed.

fe characterisation above exemplifies the different require-

ments in some fields of the industry. A real-time system

requires real-time capability of the underlying components,
including the operating system, etc. These considerations show
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the immanent difficulties of the industry to cope with théain Points, such as batch window time constraints, painful
complexity of real-time requirements of opaque and incomecovery, service-level agreements, etc., methods of resolution
prehensible systems. have been established. In order to be able to properly present
2) Real-time capability of CIPMin order to point out the our methodology, a formal model is set up and it is shown
real-time capabilities of a continuous information processiriat under some circumstances (for example if the aggregation
system, its behaviour is analysed and it is shown that it satisffesctions can be processed efficiently in one-step) the data
the given time limits. In real-world systems, it is supposed thabllection and data aggregation can be performed continuously
the maximum extent of the streams, i.e., thaximum size of and thus comprise real-time capabilities.
the streaming dateand thestreaming speedre known and  2) Sticking point — additional implementation efforthe
these thresholds are not exceeded. one-pass implementation (alternatively using small scale tech-
With the aim to keep the argumentation simple and straighitelogy) of aggregation functions can be meticulous and may
forward, it is assumed that the streaming speed is constaeqjuire additional effort. Most of the aggregation functions
i.e., the same amount and type of data is collected withitlso termedneasuresised in the industry permit such imple-
equal time intervals. Hence, it is appropriate to setup chunikentations; one of the well-known counterexample is the av-
of data of the same size collected within equal time spareage absolute deviation. Since the computation is continuous
such that the aggregation time of different chunks is equalnd final results are available soon after the data collection has
The aggregation time,,, of a particular chunk should notbeen completed, the Pain Point No. 1 regarding the question
exceed its retrieval timeé,.,, i.e., t,4, < tre:, €lse data to be of batch window time constraints is obsolete.
aggregated will accumulate. 3) Energy efficiency due to simplified recovery and to load
The strategy to achieve real-time behaviour based on contiistribution: Painful recovery (Paint Point No. 2) is less
uous stream computing is straightforward. etbe the time painful if there is a well thought-through recovery algorithm
constraint such that within the time interval specified accord place, such that only the erroneous parts are recalculated.
ingly, aggregated data should be available. In order to haS8ece there is a much better control of the computational/ag-
real-time capabilities, the conditioh).; + t.qq < tc should gregational flow, a better service-level and resource conflict
be satisfied. Obviously, to achieve this goal, some fine tuninganagement can be achieved by using continuous aggregation.
should be performed by choosing the appropriate size for theis true, that usually, batch jobs are performed during
chunks. Hence, continuous computation including small scalghttime hours, when the workload on the computer is lower
aggregation, pave the way for real-time capabilities. than during working hours. Unfortunately, due to computation
In conclusion, within this Section a formal model has beegrrors or erroneous raw data, the batch aggregation has to
introduced in order to best describe the concepts of the contire recomputed also during normal working hours. Hence, the
uous information processing strategy. The focus is on the terommputer capacity should support the extended load due to
of one-pass algorithm, small scale aggregation, continuawsomputing the batch jobs during working hours. On the con-
computing, and real-time capability. One-pass algorithms etnary, by using continuous computation, the load is distributed
able small scale aggregation, which can pave the way for reahiformly over the whole duration of the data collection and
time capabilities, on the condition that the timely constrairas a result, peak loads remain manageable. Moreover, due to
can be satisfied by the underlying computing environmerttur aggregation strategy — such that calculation is performed
Actually, the one-pass requirement of the algorithms is ndtrring the collection phase as early as possible, best when
necessary, it suffices that the partial results of the computatithve data is still in memory — reloading the persisted data into
of the chunks can be merged such that the expected aggregatechory is reduced to a minimum. Besides, the small scale
values can be calculated. aggregation can be optimised by identifying the optimal size
of the chunks, such that the time constraints are met with
minimal computational effort. This way, smaller computers
Our objective has been to work towards developing practiozn be used, especially since the energy efficiency of the
solution to overcome the difficulties related to batch jobsatch aggregation is in general significantly worse than the
identified by Cisco in a white papeB][as Pain Points. The correspondent computation due to small scale aggregation.
pros and cons of the newly developed continuous information
processing strategy versus the traditional batch jobs approgl:hC
are outlined in this Section and additional weak points of eachl) Our fundamental computational strategy in a nutshell:

V. OUTLINE OF THE RESULTS DISCUSSIONS

ontinuous aggregation versus batch jobs

technique are identified. According to the long time experience of the first author,
o ) ] the best performance in the field of Business Intelligence/-
A. Cisco’s Pain Points Data Warehouse is obtained if the data is processed/trans-

1) Toughest challengeThe main challenge — which led toformed/precalculated as soon as possible; b&stsoon as
the outcome of this paper — was to investigate whether ittise data is known to the systenfihis includes also mul-
possible to give satisfactory answers to the Pain Points raidgide storage strategies of the same raw/transformed data.
by Cisco B] concerning batch aggregation on data streamSometimes, it is advantageous to pursuitdaal strategy
Except Pain Point No. 3 regarding ad hoc reporting, to all othén the one hand try to follow the continuous computation
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strategy as long as possible i.e., as long as the implementatod, when the effort for performance improvement is greater
of the corresponding aggregation functions is possible withan the effort to redesign the Data Warehouse, appropriate
reasonable effort and run-time performance, and on the otimeasures should be taken. Furthermore, due to our modu-
hand, precalculate as much as possible by maintaining the straightforward design strategy, the flow of data can be
batch jobs strategy. much closely monitored, hence superitata qualitycan be

2) Executions plans as the weak point of the batch jolashieved.
strategy: The main challenge of the batch jobs strategy, when 2) Broadening the tasks of the classical reporting strat-
using general purpose database management systems, is a &&ph- The essence of the continuous information processing
nical one and it relates to the optimization througtecution strategy is that it enables the calculation of the aggregation
plans In highly simplified terms, the execution plans attemgtinctions during the collection phase. For example, for re-
to establish the most efficient execution of statements (querigs}ting purposes, the data for a full day is collected. The
out of a summary of pre-calculated statistics. Unfortunatelyplassical batch jobs strategy envisaged the generation of the
the execution plans do not always generate the optimal (fastegiia pool for reporting only after the data has been fully
most efficient) query; performance can also degrade if tiellected. Hence, calculated/aggregated values for reporting
execution plans are updated. Hence, if the streams are wefe available on the next day, depending on the execution
steady, performance degradation of the batch jobs may ocale of the batch jobs. Thus, the scope of classical reporting
There are methods to overcome the automatic generationsgbitegy was to capture, survey and review the production
the execution plans, but the problem in principle remains. status of the previous day. On the contrary, based on the data

On the contrary, by using small scale aggregation, the sizReady collected, the continuous aggregation strategy enables
of data sets on which computation is performed is mokRe calculation/generation of preliminary reports at various
or less constant and data is in memory, hence less prgsgnts in time. This way, for example, soon after 12:00, the
to fluctuations due to the executions plans. It is therefotily reports show the production figures corresponding to
reasonable to assume some upper bounds, enabling real-tingetime frame [0:00, 12:00]. Therefore, if these figures are
capabilities of the system. not optimal, corresponding measures to boost production can

. be taken. Thus, modern reporting based on our technolo
C. Enhanced system modeling enablesproduction control P ° ¥

One of the most important side benefits of the continuous|, some cases, optimisation can be substantial, saving time

information processing strategy is the straightforward systeffjy costs. For example, in the semiconductor manufacturing,
modeling. In this way, the design of the architecture, dajgere are optional production steps, where the material is
flow, aggregation strategy, database schema design, etC.nl8isyred. The number of measurements can be in the range
given by the structure of the streaming data, the aggregatignyngreds and the measurement time can last for several
funct|o.ns.a.nd th.e glgorlthms of thglr implementation. Thug, theurs. The common aggregation technology assumes that all
more individualistic design, heavily based on the experiengg,asyrement data is collected before starting the computation.
of the application developer is converted into a predefined $§f 5qopting our continuous computation technology, prelimi-
of well founded modeling strategies, sustaining a paradigfdry measurement results can be calculated. This way, faulty
switch from more or less subjectively individualistic conceprocessed material can be identified earlier and the ramp-up
tions in software design and development towards objectivy,e of 4 new product can be substantially reduced, thus giving
established optimal solutions. Quantitative estimations shqyg company decisive advantage over his competitors.
that many Data.Warehouse projects fail at a concerning rate, conclusion, the price for achieving continuous aggrega-
wasting all the time, money, and effort spent on thei@l.[ tion may be high, the build in functions like standard deviation
D. Performance advantages cannot be used any more, and as the case may be, new one-
1) Hardware upgrade vs. performance improvemexiéxt pass or similar algorithms for the aggregation functions have

' ! be set up, hence algorithmic and programming effort may

two technical issues are addressed, which are decisive frb% The benefit byi traightt d desi
technical point of view: increase. The benefits are obvious, a straightforward design

1 b ¢ Data Wareh desi hodol strategy, up-to-date aggregated values during data collection,
) absence of Data Warehouse design met odology, a uniform computational effort over the data collection period
2) performance problems due to the high complexity, r

. dabil d the | labil ind an efficient recalculation strategy, which lead in the end
quirements on expanda ity and the low scalability §fy 5 mych efficient utilisation of computational resources.
complex solutions.

) ) ) ) Improving the performance of batch jobs is tedious, if the

ment, increasing the processing capabilities of the computers

does not always lead to improved performance of the Data
Warehouse application. By doubling the computing capacity,
roughly 20% in performance improvement has been achievedin the following, the advantages of the CIPM are summa-
Using high performance racks produced the best results. In timed and the future work, we are concerned with, is sketched.

VI. CONCLUSION AND FUTURE WORK

Copyright (c) IARIA, 2021. ISBN: 978-1-61208-894-5 163



ICSEA 2021 : The Sixteenth International Conference on Software Engineering Advances

A. Conclusion Furthermore, one asks oneself, what is the optimal strategy

Satisfactory solutions to the problems caused by the nighff§9arding volatile versus persistent aggregation, i.e., aggre-

batch aggregation as pointed out by Cis8pdre given, except 9ation Within a query set up by a visualisation tool versus

for Pain PointNo. 3. To ensure an accurate presentation g99regation persisted in a data storage. From an algorithmic
our methodology, a formal model has been set up and it h%(grspectlv_e, per5|§tent aggregation offers more advantages if
been shown that for a specific type of aggregation functiond2€ Auery is often invoked. Moreover, the results can be much
including those that supports efficient one-pass implementatigfter validated if the data is persisted. On the other hand,

_ the data aggregation can be performed continuously and tﬁggrgdm queries should remain volatile, i.e., the result of the
allows real-time capabilities. queries should not be persisted for further reuse.
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