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Abstract—Requirements engineering has been established as a
critical success factor for software projects. On the other hand,
most requirements documents are often written in natural
language; often prone to structure errors and inconsistent
semantic, thereby, exposing the documents to
misunderstanding arising from undue misinterpretations.
This paper first proposes a framework to automate
requirements engineering activities with focus on modelling
while equally articulating the strategies and work plan for the
implementation and evaluation.
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I. INTRODUCTION

In software development, Requirements Engineering (RE)
is a critical success factor as well as a complex process [1].
It is critical because the quality of the system depends
largely on the quality of the requirements and, it is complex
because it considers diverse product demands from a
diverse set of stakeholders [2]. Inadequacies resulting from
the RE process can have negative impact on the overall
software development and lead to high costs for any
organization involved [3]. Therefore, Requirements
Engineering is highly significant to modern success of
quality software development.

Software requirements are often specified in Natural
Language (NL). Meanwhile, software requirements specified
in natural language often suffer from ambiguity,
incompleteness and inconsistency in the choice of syntax.
Moreover, anything described in NL has the potential and
tendency of being influenced by geographical, psychological
and sociological factors in terms of understanding and
interpretation [4]. It is therefore imperative that empirical
studies are conducted to derive solutions to this challenge in
software development with the emerging trends in human
activities which must eventually be captured beyond NL.
Consequently, addressing these problems through researches
has paved the way for model-driven engineering and lately
automated requirements engineering which have all improve
the status of requirements written in natural language. These
tools and technologies now facilitate software development
generally. More specifically, these tools and technologies
enable numerous RE activities such as requirements
classification [5][6] requirements validation and review
[7][8], inconsistency check in requirements [9], duplicate
requirements detection [10], automated RE reuse [11],
recommendation of omitted steps in requirements analysis
[12] and RE security enhancement [13].

As part of the effort to support agile RE and the
development of fast software in general, this work seeks to
propose an automated RE framework that combines the
Natural Language Processing (NLP) and the Artificial
Intelligence techniques for more efficient agile software
development. In agile development, rapid change and
flexibility are very important and the development process is
made as lightweight as possible. The essence of automated
RE is to reduce software development time, effort, and cost
of RE whilst still maintaining consistent, accurate and
comprehensive requirements.

The remainder of this paper is structured as follows:
Section 2 discusses automated requirements engineering.
Section 3 discusses previous literature on automated
requirements engineering. In Section 4, the techniques for the
integration of NLP and Artificial Intelligence (AI) are
highlighted. Section 5 summarizes the proposed work plan.
Section 6 concludes the paper.

II. AUTOMATED REQUIREMENTS ENGINEERING

Requirements engineering is the lifecycle stage with the
highest influence on the quality of a final product [14].
Traditional RE process continued to be applied to manage
the knowledge generated in this field, and this has made it
difficult to attain a quick and objective understanding of the
diverse and continuous emerging needs of the interested
stakeholders. Apart from the fact that automated RE
development reduces cost, effort and time it enhances the
quality of the final product. Requirements identification and
requirements classification are two important activities
supported by automated requirements elicitation from NL
document [15]. Some of the successful techniques that have
been employed to implement automated requirements
elicitation are NLP and Information Retrieval [16].
Additionally, in recent times, text mining, which is an
automated technique for generating requirements document
have been employed [17].

Requirements engineering involves the process of finding
out, analyzing, documenting and checking the services and
constraints on a system [18]. The following are generic
activities (phases) common to all RE process.

 Requirements elicitation. The process of identifying
and collecting requirements from stakeholders and
other sources. This includes both functional and
non-functional requirements.

 Requirements analysis and specification. It is the
logical breakdown and structuring of the proceeds
from elicitation. It includes detailed understanding
of the requirements and structuring such
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information and other derived requirements as
written documents and model diagrams.

 Requirements validation. Requires that the collected
information is correct and well arranged to meet the
system business objectives. This is done by making
sure the documents and/or models with specified
requirements are accurate, complete and correct.

 Requirements management. This step helps to keep
track of possible changes in requirements and
ensures that the changes are made to meet
stakeholder’s requirement.

Automated RE support has been successfully achieved in
various activities (phases) of requirements engineering (see
Table 1). The NLP plays a great role in achieving automated
RE due to the fact that most requirements are written in
natural language.

TABLE I. APPLICATION OF NLP IN RE ACTIVITIES

Ref Elicitation Analysis Validation Management

[12]
*

[17]
*

[19]
*

[4]
*

[20]
*

[21]
*

[22]
*

[11]
*

[10]
*

[23]
*

[24]
*

[25]
*

[26]
*

[27]
*

[28]
*

[29]
*

[30]
*

[31]
*

[32]
*

Accordingly, Lucassen et al. [30] have categorized the
fundamental approach of all NLP and RE tools into four
types based on their functions or what they can do:

1. Finding defects and deviations in natural
language (NL) requirements document;

2. Generating models from NL requirements
descriptions;

3. Inferring trace links between NL requirements
descriptions and

4. Identifying the key abstractions from NL
documents.

From the foregoing, the second category of tools forms
the concern of this work.

III. RELATED WORK

Automated requirements engineering has attracted the
attention of researchers over the years. Each work cited here
has proposed an approach or a software tool to achieve the
continuous effectiveness and efficient application of
automated requirements engineering.

For instance, the UML model Generator from Analysis of
Requirements (UMGAR) [4] is a domain independent tool
which generates use case diagram, conceptual model,
collaboration diagram, and designs class model. The tool
follows the object-oriented analysis design approach while
eliciting object from requirements described in Natural
Language. It also uses the NLP techniques to process textual
documents and XML import facility to visualize UML
diagram.

Other works, such as [26], have proposed a framework
that provides the requirements engineers with the capacity to
automatically generate UML class diagram. The framework
allows for reinterpretation of natural language requirements
into models and has the possibility of specification
reusability through reverse engineering process. The
approach used the MIMB tool to transform the XML
schema into a UML class diagram and vice versa.

In [33], the authors proposed a requirements model
generation to support requirements elicitation from a
lightweight textual document. However, the approach
transforms requirements specification expressed in natural
language into semi-structured specifications. The proposal
was based on Cerno, which is a semantic annotation
environment that uses high-speed context-free robust
parsing combined with simple word search.

For [21], the Natural Language Processing technique was
applied to automatically transform user stories into UML
use case diagram. The approach uses TreeTagger parser to
generate use case and Part of Speech (POS) tags allows for
the categorization of term into various part of speech.

In [30], a Visual Narrator tool is described as a tool which
automatically generates a conceptual model from a
collection of user story requirements. This narrator tool was
part of what the authors termed the ‘Grimm method’ – the
method combines three Natural Language Processing and
thereby enabling requirements tools to support conducting
user story-based requirements engineering.

A system described in [22] is claimed to facilitate
automatically the creation of conceptual model from
functional requirements written in natural language. The
tool allows for automatic identification of classes and
relationships and subsequently renders the conceptual model
with the Extended Entity Relationship (EER) diagram
notations.

The use of Artificial Neural Network (ANN) for
extracting actions and actors from requirement document by
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[32] proposes an approach to automatically identify actors
and actions in natural language-based requirements with the
goal to overcome the challenges of manual extraction. This
tool uses an NLP parser with a general architecture for text
engineering, producing lexicons, syntaxes, and semantic
analysis. This was achieved through the development of an
ANN using five different use cases.

From the reviewed works, it is evident that automation of
requirements engineering is a challenging area due to the
nature of the diverse inputs to be processed i.e. natural
languages. Therefore, this work proposes an alternative
automation paradigm framework to automate RE. The
proposed approach is an interactive tool support with
dynamic model generation. This will be achieved through
the integration of NLP and other artificial intelligence
techniques.

IV. PROPOSED APPROACH

From our findings of the literature review, there is the
need for research into a full and alternative automation
paradigm and integration of more artificial intelligence
techniques into automating requirements engineering.
Therefore, this work proposes a framework that will facilitate
automation of requirements engineering activities with
specific focus on model generation (modelling) with
traceability. The work intends to employ natural language
processing techniques and artificial intelligence in the design
and development of the framework.

Figure 1. Overview of the proposed framework.

The proposed approach works as follows (see Figure 1).
Initially, the analyst (requirements engineer) input a set of
textual requirements written in natural language. These texts
are analyzed by several natural language processing
components with the target of gathering knowledge about the
textual scenarios. Sentences, token boundaries, token
properties, and semantic constituents are some of the
information of the natural language processing components.

After the basic natural language processing is completed,
the approach will carry out textual analysis through pre-
processing, word structuring and linguistic attributes. The
aim of pre-processing is to code the inputs required by the
next processing step. A corpus which contains English words
with their respective code will be used to compose
requirements documents. These are words collected from
several English natural language requirements texts from
different domains.

Mapping linguistic tokens to the semantics specification
is the next step in the approach. Token comprises of
word/phrase from the corpus and the semantic attributes
define in the previous step. The output of the approach is a
set of UML models that will be subjected to review of
human analyst. It is up to the analyst to corroborate the
output of the approach and make an informed decision.

V. WORK PLAN

In order to accomplish this, we have defined a work
programme. The work programme includes work on
foundations, framework development and applications
inform of case study evaluation.

 Conceptualization – this involves designing of the
proposed framework and testing of the existing
algorithms.

 Tool development – implementation of the tool
support base on the proposed framework. Highlight
of the development technique languages.

 Applications – this has to do with the evaluation
through industrial case studies to establish the
applicability of the proposed framework and
generate useful feedbacks.

VI. CONCLUSION

This paper proposes a new framework for automated
requirements engineering using natural language processing
and artificial intelligence techniques. The proposed
framework herein will be implemented and evaluated using
at least two institutions/organizations as case studies. This is
to establish the applicability of the framework in order to
serve as one of the several empirical evidences/sources for
academic and corporate discourse and application.
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