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Abstract—The threats and attacks, perpetrated by criminals and terrorists in many cities around the world have made the use of automated tools for detecting violent acts via video feeds, an invaluable tool to law enforcement authorities. The use of surveillance cameras is widespread, becoming a de facto in the security of most cities and makes the use of such content in public security an obvious course of action. The major caveat is the enormous amount of footage that needs to be analyzed, making such tasks not suitable for human operators, and a great candidate for computer vision techniques. The present work aims to bring objective and synthetic information on the subject through a compilation of findings extracted from numerous articles on the subject, serving as a guide for those entering the area: what are the main strategies, approaches, techniques, and features of interest in the area. The paper, in comparison with older but more comprehensive reviews, boasts similar, even though not so comprehensive results, being a valuable starting point for newcomers to this dynamic research area.
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I. INTRODUCTION

Security is among one of the major concerns in modern cities. To address this issue, authorities are using video surveillance on a scale never seen before. This context brings a problem: how to process video streams in a timely manner to avoid damages to people’s health or property. The large number of cameras used for surveillance all over the world has created the necessity of streamlining the process of interpreting the large amount of visual data originated from such devices [1]. The obvious choice always leads to some sort of automation, because the amount of data originated from systems with hundreds of cameras will demand an extremely high number of operators, plus coordination and communication strategies in order to work properly, making such setups unpractical in real-world applications [2].

In this context, the advances in computer vision in the past years have made it the technology of choice in any system of automated or intelligent video processing. For this task, a plethora of methods have been developed for processing and analyzing different features or characteristics of video streams. The present research aims to find out what are the most used algorithms, strategies, and tools in computer vision with Artificial Intelligence (AI) for security and surveillance. Since this knowledge area has seen the number of works published grow each year, a study with objective information on how the knowledge in the area is evolving over the years, and what are the best practices used, gains importance serving as a guide for those arriving in the area, bringing guidelines on where to focus the time, resources and energy to make the contribution the most relevant possible.

The first readings in the area showed a myriad of works that, at first sight, seemed very heterogeneous. Further studies showed how many of the approaches are variations of similar algorithms or techniques. The idea for the study is to group all similar approaches, techniques, or algorithms in a way to make clear what are the so-called macro approaches in the area. This work intends to map, in a brief, but insightful way, what techniques of artificial intelligence are being coupled with computer vision techniques for processing security cameras feeds or recordings, aiming at automating violent events detection. Other works approach the same knowledge domain, but the main issue identified is that the search for comprehensiveness has generated works where the big picture, most of the time, is not clear enough for newcomers to the area addressed in this work.

The rest of the paper is structured as follows. Related work is presented in Section II, including the citation of some of the most interesting papers. The methodology is described in Section III and addresses how the papers were selected and the information extracted. The results of the findings are summarized in Section IV, and Section V is a conclusion that brings some observations on the analyzed material.

II. RELATED WORK PANOGRAMA

An interesting approach using dynamic images, namely a compression of series of video frames into a single bitmap, is presented by Imran et al. in [3]. These images are then fed into MobileNet a Convolutional Neural Network (CNN) for short-term spatio-temporal features extraction. These
features are combined for a representation of the long-term dynamics of the video feed that is analyzed by a Recurrent Neural Network (RNN) that classifies a video content as violent or not. The method also implemented privacy protection layers and is said to have real-time performance capabilities.

Differently from [3], which uses the Optical Flow (OF) of the images, the work by Febin et al. [4] use a Scale-Invariant Feature Transform (SIFT) coupled with a Motion Bound Optical Flow, creating a method that is more robust when dealing with moving camera footage. The work brings results using both Random Forests (RF) and Support Vector Machines (SVM) as classifiers for performance comparison purposes.

In the field of Human Activity Recognition (HAR), [5] bring algorithms based on multi-features processing fed to a CNN for classification. The work claims the approach is reliable in complex real-world scenarios which should open possibilities for use in many areas like smart surveillance for children, elderly, and also uses for entertainment and human-machine interfaces. Interesting, yet simple, work is presented in [6]. A simple layout of a real-world alarm system based on smart surveillance, real word considerations like server topology and other technicalities are worth mentioning.

III. METHODOLOGY CONSIDERATIONS

For the search, the following databases were selected: IEEEexplore, Scopus, and Science Direct. The main motivation for this choice is based on the fact that this paper was written during the Covid-19 lockdown and these were the databases that could be accessed with no restrictions from outside the campus.

In a quick summarization, the present research consists of the following stages:
- Paper gathering and selection (including paper search, inclusion and exclusion criteria).
- A quick analysis of the approach used.
- Taxonomy definitions (a database structure with all information classes to be stored and how to do it).
- In-depth analysis of the tools used and/or created on papers.
- Findings compilation.
- Findings uniformization.
- Final synthesis.
- Comparison with similar studies previously selected.

In the selection of the final papers, four works were chosen to draw comparisons with the present work. They were more comprehensive, yet old works, and were used to analyze if the coverage and search quality of the research is acceptable [1]–[6].

The search was conducted initially in an automated way with posterior manual selection phases. Various search strings were tested until the searches began to bring more uniform results. The final search string defined was:

(“computer vision” AND surveillance) AND (“computer vision” AND violence) OR (“computer vision” AND harassment)

Four exclusion passes were done after the search. They were based on exclusion criteria applied while title reading and then by abstract examination, and, finally, for the remaining papers, a complete reading was conducted for data extraction and posterior summarization. The first exclusion pass was based on a set of rules defined to maintain uniformity and usefulness of the gathered material, and also to reduce the total number of papers that would be read in full. They are listed below and the final results are depicted in Figure 1 and Error! Reference source not found. Below are the discriminated criteria.

- Keep a temporal range from 2012 - 2020: When technologies researched began to gain momentum, “the cat experiment” was used as a time mark.
- Eliminate health sciences related material.
- Eliminate other non-security-related material.
- Exclude all material related to Natural Language Processing (NLP).
- Exclude duplicates.
- Exclude non Artificial Intelligence (AI) material.
- Select reviews and surveys, but do not process them.

<table>
<thead>
<tr>
<th>TABLE I. NUMBER OF PAPERS IN EACH STAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATABASE</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>IEEE</td>
</tr>
<tr>
<td>SCIENCE DIRECT</td>
</tr>
<tr>
<td>SCOPUS</td>
</tr>
<tr>
<td>TOTAL</td>
</tr>
</tbody>
</table>

All papers were gathered in Mendeley [22] for reading and extraction. The resulting data was compiled in an Excel spreadsheet. For databases that did not directly exported CSV files, JabRef [23] was used to do the conversion from RIS or BIB to CSV. The remaining papers were grouped in a single folder for reading and extraction.

The file structure described above permitted the free flow of documents up and down in the folder structure. If one needed to review a discarded document to reconsider a decision, it was instantaneous. All the time, it was possible to have access to all documents in full-text format, which proved to be useful in a small research team configuration, as was the case with the present work.
It was decided to take an approach similar to grounded theory, where a small portion of the material was read to establish a taxonomy of what was important to be extracted to answer the research question. Then, a search for specific pieces of information was conducted inside the papers. The data of interest in the case was:

- What is observed
- Feature identification strategy
- Feature extraction strategy
- Reasoning/classification strategy
- Solution statement by the researcher
- The computational cost of the proposed approach (if present).

Figure 2 shows a sample of the folder structure created inside Mendeley to process the files. The upper folder always will have all the files downstream, so it was possible to move papers up and down as they were selected or discarded in a given document search phase.

IV. RESULTS

The results can be divided into three main types of researches. First, there were the ones that used some algorithm of computer vision coupled with variants of a Machine Learning (ML) classifier, as in Error! Reference source not found.. This approach was found in the vast majority of the works with many variations using modified or enhanced solutions from prior works. A possible explanation may rely on the accuracy and speed of machine learning algorithms like SVM, Random Forests (RF), and their variants. Secondly,

Figure 2. Folder structure inside Mendeley with all the selection stages.

Figure 4. Topology of violence identifications systems with Neural Networks, were found custom trained and pre-trained model used via transfer learning.

The use of pre-trained, custom-trained networks, receiving the direct input of the image feed despite the lower number of occurrences was an approach more consistently identified in the search. The advent of transfer learning is making possible the use of pre-trained networks in many tasks without the burden of training that requires large datasets and more robust computing power. These things are not at easy reach for what was stated in the researched materials.

A. On what the algorithms process

Figure 5 summarizes the findings on what is processed in video feeds in the search of violent events. Most of the search features on images for things like edge and gradients...
and tracks them in the subsequent frames [3]. The other feature more commonly used was Optical Flow (OF), which is a measure of how the pixels of the image behave over time, which is an indicator of how abrupt the movements in the scene are. These are strong indicators of violent events taking place [7]–[9].

The Violent Flow Descriptor (ViF) uses the variation of the OF magnitude in consecutive frames, being an indicator of abrupt events happening. This approach is present in many of the works. What differs is the subsequent classification model used, which ranges from extremely simple ML models like K Nearest Neighbor (KNN) [13] [14] to deep learning models [15][16].

The big lesson extracted from the material in Error! Reference source not found. is that approaches differ in detail, but all the papers used similar strategies with performance improvement modification both in accuracy and computational performance on training and recognition.

C. The main interpretation and classification techniques used and computational cost issues.

In the classification area still, ML techniques are prevalent (Error! Reference source not found.). SVM and its variations are by far the classifier implemented in almost half the studied solutions. Despite being used for a long time, SVM is a classifier with wide adoption mainly due to the fact that it is non computationally intensive in the training phase and generates models that perform very well near real-time for classifications.

Our findings raised the question on how are these technologies adoption evolving in time. Are SVM classifiers on their way to retirement? Is deep learning the next big thing in violence detection? For this matter, a short study was done with the evolution of publications on these technologies in the last ten to fifteen years that are presented below (Figure 8) giving a clear panorama on how techniques are evolving. The searches were conducted in Science Direct only, and give a clue on how things are evolving. As can be seen by the graphics, SVM classifiers are still a used choice, probably because of their capabilities and performance. On the other hand, deep learning is now beginning to gain momentum on its adoption, being a promising new technology to build new approaches upon.
The use of an optical-flow-based descriptor seems to be reaching a plateau, but it is still relevant.

D. Comparison with other reviews

The scope of the present work was not to exhaust all techniques and approaches, but give a direction on how things are evolving in the academic area on automated surveillance with artificial intelligence and computer vision. Even though not having total comprehension ambitions, the study was able to spot all the main techniques and strategies found in larger and exhaustive studies, like [1]–[6].

V. CONCLUSION

Since the main goal of this research was to give a starting point for those entering the area, some observations on the big picture must be made by the research team. They are as follows:

● Despite being around for quite a while, SVM is still very used.
● The use of deep learning, although being much talked about, appears to be an interesting area to be explored.
● Neural network studies in these areas are being more streamlined by the use of pre-trained networks with good results (transfer learning).
● There was the occurrence of systems that worked in real-time, this being a crucial feature for any surveillance system aiming to prevent violence.
● Some experiments used reenacted scenes as datasets [11], which is an interesting way to supply training data.

TABLE II. ACRONYMS

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViF</td>
<td>Violent Flow Descriptor</td>
</tr>
<tr>
<td>STEC</td>
<td>Spatio Temporal Elastic Cuboid</td>
</tr>
<tr>
<td>SSD</td>
<td>Single Shot Detection</td>
</tr>
<tr>
<td>OFCH</td>
<td>Optical Flow Context Histogram</td>
</tr>
<tr>
<td>HOG</td>
<td>Histogram of Optical Gradients</td>
</tr>
<tr>
<td>DIMOLIF</td>
<td>Dist. of Magnitude and Orientation of Local Interest Frame</td>
</tr>
<tr>
<td>BRISK</td>
<td>Binary Robust Invariant Scalable Key-points</td>
</tr>
<tr>
<td>AUC</td>
<td>Area Under Curve</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
</tbody>
</table>
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