Performance Comparison of Two Deep Learning Algorithms in Detecting Similarities Between Manual Integration Test Cases
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Abstract—Software testing is still heavily dependent on human judgment since a large portion of testing artifacts, such as requirements and test cases are written in a natural text by experts. Identifying and classifying relevant test cases in large test suites is a challenging and also time-consuming task. Moreover, to optimize the testing process test cases should be distinguished based on their properties, such as their dependencies and similarities. Knowing the mentioned properties at an early stage of the testing process can be utilized for several test optimization purposes, such as test case selection, prioritization, scheduling, and also parallel test execution. In this paper, we apply, evaluate, and compare the performance of two deep learning algorithms to detect the similarities between manual integration test cases. The feasibility of the mentioned algorithms is later examined in a Telecom domain by analyzing the test specifications of five different products in the product development unit at Ericsson AB in Sweden. The empirical evaluation indicates that utilizing deep learning algorithms for finding the similarities between manual integration test cases can lead to outstanding results.
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I. INTRODUCTION

Employing Artificial Intelligence (AI) techniques for test optimization purposes in the industry is regarded to be beneficial due to their ability to analyze the complex software model and a large amount of generated test data [1]. One of the principal ideas behind test optimization is to test a subset of the test cases (in any form of test case selection, prioritization, and test suite minimization) while still covering the requirements [2]–[5]. Parallel test execution [6] and test execution scheduling [7] can be also considered as promising approaches to optimizing the testing process [8]. However, while employing the aforementioned approaches, manual work, domain knowledge, and human judgment are still required. Due to utilizing AI technologies, such as Natural Language Processing (NLP), machine learning and deep learning can help to reduce human effort and improve the performance of the optimization approaches. Additionally, test optimization has been considered as a multi-criteria optimization problem [3], where several criteria, such as dependency and similarity between test cases, execution time, and requirement coverage are recognized as critical elements for selecting, ranking, scheduling, or removing any test case in the testing cycle. As stated earlier, in manual test execution, test cases are designed and created manually, which may result in having similar test cases that are just designed or written differently. Finding the similarities between test cases opens the possibility to apply the aforementioned optimization approaches, such as parallel test execution. In fact, similar test cases can be clustered together and executed at the same time, in parallel with other test cases. Knowing the similarities between test cases at an early stage of a testing process can help us execute test cases more efficiently and directly, thus reducing costs and time [6] [9]. In this paper, we apply two deep learning algorithms for finding the similarities between manual integration test cases that are designed for testing five different products at Ericsson AB. Later, similar test cases are clustered and proposed for execution in parallel. This paper makes the following contribution:

• Applying and comparing the performance of two deep learning algorithms, finding the similarities between manual integration test cases against labeled data conducted from the so-called subject matter experts (SME).
• Clustering similar test cases and scheduling them for parallel test execution.

Moreover, the proposed approach in this paper is utilized to develop our previous work [6], for the similarity threshold calculation. The organization of this paper is as follows: Section II provides a background and problem statement. Section III presents an overview of research on NLP in the testing domain. Section IV describes the proposed approach in this paper. An industrial case study laid out in Section V. Section VI analyzes the performance between the utilized deep learning algorithms is compared against the labeled data. Threats to validity and delimitations are discussed in Section VII. Section VIII clarifies some points of future directions of the present work and finally, Section IX concludes the paper.
TABLE I. Two examples of similar and non-similar test cases. \( TC_{i,j} \), where \( TC \) stands for a test case, \( i \) is the test case number and \( j \) is the product name. The highlighted words are important words for comparison between texts.

<table>
<thead>
<tr>
<th>Annotation</th>
<th>Test case specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similar</td>
<td>( TC_{1,4} ): This test case will measure the current value of LED 1. Start by supplying 2.4 V into Pin 2 to the FPGA G1 and read the output of Pin 5. Pass criteria is 10 mA. Save the result in database 1. ( TC_{2,4} ): Measure the current across LED 2. Supply 2.4 V into Pin 2 to the FPGA G2 and read the output of Pin 5. Pass criteria is 15 mA. Save the result in database 2.</td>
</tr>
<tr>
<td>Non-Similar</td>
<td>( TC_{1,4} ): This test case will measure the current value of LED 1. Start by supplying 2.4 V into Pin 2 to the FPGA G1 and read the output of Pin 5. Pass criteria is 10 mA. Save the result in database 1. ( TC_{3,4} ): This test case will measure the voltage of LED 1. Supply 10 V to the input T1 and measure the voltage in T2. Compare the results with the calculated and save the result in database 1.</td>
</tr>
</tbody>
</table>

II. BACKGROUND

Ericsson AB is one of the leading providers of Information and Communication Technology (ICT) and has, among many units, a business unit network, which produces the latest technology in Radio Base Stations (RBS). An RBS is a radio transceiver used in wireless communication. Figure 1 shows a block diagram of an RBS, where the transmitter and receiver are the radio parts and the digital control supplies and receives the digital signals to both transmitter and receiver.

The power supply powers the RBS and its specification depends on the target market (e.g., USA, Europe, and Asia). Because both receiver and transmitter contain analog devices, these parts must be calibrated and tested at the device level and unit level together with the antenna. The number of ports to be tested in production is \( 2^n \) (where \( n \) is the number of ports) and each port may be tested separately. A circulator is a simplified version of the design, which only allows the signal to go one direction and not vice versa to protect the internal components. Among all faced challenges the new generation of RBSs are bringing into test and production, the test capacity and the long run-time of each test process can be considered as the main two challenges. The increase in functionality and the number of features (e.g., emerging technologies) that the new generation of products needs to cover aggravate the complexity of the RBS design. Although the design is more complex, the RBS still has to be tested to follow international standards, e.g., 3GPP, FCC, IEC, UL. These standards specify the technical protocols and requirements for mobile communication systems. The above-mentioned factors have resulted in the more complex testing process which increases the required number of test cases that need to be tested. Executing all generated test cases for testing an RBS without any specific order could lead to the waste of testing resources and time. Equation (1) indicates the total testing time, \( T \), when the test cases are executed sequentially. Because of the RBS complex design, such as the number of ports, \( 2^n \), and the number of technologies to cover, \( h \), the total test time increases exponentially and linearly respectively. \( t_i \) represents the test time to run each test case and \( m \) is the total number of test cases.

\[
T = h \times 2^n \times \sum_{i=1}^{m} t_i
\]  

Hereof parallel test execution has been considered as a potential solution to optimize the integration testing process at Ericsson. Moreover, the saving time (ST) using parallel test execution for similar test cases can be calculated as:

\[
ST = \left( \frac{np - 1}{np} \right) \times 100
\]

where \( np \) is the number of test cases with the same system setup. We define the concept of two similar test cases in this paper as:

**Definition 1.** Test case \( TC_1 \) and \( TC_2 \) are similar if only if they are designed to test the same functionality or they have the same preconditions, execution requirements (installation), system setup.

In other words, if two or more test cases are semantically similar, they might be designed to test the same functionality or require the same system setup or pre-condition. Examples of similar and non-similar test cases are shown in Table I, where LED is Light Emitting Diode and FPGA stands for Field-Programmable Gate Array. They give a glimpse of how the test cases are described in natural language and their pre-requisites. Although parallel test execution is a promising approach for time and resource-saving, however, there are some assumptions that need to be satisfied. For instance, there are no dependencies between test cases and there are enough available test stations to execute test cases simultaneously. In fact, utilizing (2) (in one example scenario) means that the system setup or installation effort needs to be performed once for product \( A \) where \( np - 1 \) products can be executed after product \( A \) on the same test station. Since the designed test cases for testing RBSs are written in a non-formal language, employing NLP techniques for semantic analysis might provide some clues to detecting the similarities between test cases. Furthermore, similar test cases can be grouped into several clusters based on their semantic text similarities. On the other hand, finding the similarities between text cases manually requires human work where the testers need to go through the test case descriptions and comparing...
them with each other. However, analyzing a large number of test cases manually is a time-consuming process and suffers from ambiguity and uncertainty. Consequently, employing AI algorithms with a combination of human supervision can be considered as a promising approach, where the knowledge of the testers can be captured during the learning process. In addition, the use of NLP techniques can help test engineers to extract relevant information in a large document automatically and thereby distinguishing test cases from each other. Usually, test engineers use different terminologies and the quality of a test case specification is dependent on the test engineers' knowledge, experience, and skill. Therefore, it is crucial to find a proper NLP algorithm to meet the goal. In this regard, we decide to compare the performance of two deep learning algorithms to detect the similarities between test cases and comparing the performance of them against the labeled data conducted by SMEs at Ericsson. Deep learning algorithms for NLP have a high tolerance to noisy data and they are able to classify patterns on which they have not been trained [10], [11].

III. RELATED WORK

There have been several techniques proposed for the crucial step of test optimization. The proposed strategies vary depending on the industrial product, development method, complexity of the models, and data availability and reliability [12]. The overall aim of test optimization is to minimize the required testing time by detecting failed test cases as early as possible. Since the duration and relevancy vary between test cases, the testing time can be reduced by test case selection, prioritization, minimization, and test execution scheduling. The proposed test case prioritization by Nardo et al. [13] uses a coverage-based method that prioritizes test cases with the most recent code changes. This strategy is suitable for software development practice, such as Continuous Integration (CI) [14] [15] [9] where the components are regularly implemented and tested during the development process. Fowler and Foemmel [16] propose an information retrieval approach for detecting code changes that are used for regression test prioritization. For full system testing [17] or when tracking of code changes is unavailable, history-based test prioritization has been proposed by several researchers [18], [19] for prioritizing test cases that have failed more frequently in the past. Spieker et al. [20] propose an adaptive reinforcement learning approach for history-based test case prioritization and selection that learns to rank test cases based on their duration, previous last execution, and failure history. One of the disadvantages of learning-based approaches is that it requires a history of executed test cases and the learning process needs to be repeated for any new product. Test case selection and prioritization based on human-designed test cases have the advantage of evaluating the test cases before they are even executed. Previously [6] used the Levenshtein distance to detect the similarity between each pair of test cases (which were designed to test five different products at Ericsson AB) to detect the similarities between them. The test case pairs were clustered into four groups (identical, very similar, similar, and partially similar) ranked for parallel test execution. The threshold for each of the mentioned groups in [6] is assigned manually using the subject matter expert (SME) experience. The NLP technique that was used in [6] did not take into account the order of the words in a test specification, which can be a disadvantage, considering how specific a procedure of each test case must be implemented. Using NLP techniques has received a great deal of attention in different domains, such as social network analysis [21]. NLP has also been studied to find sentiment analysis [22] and to find semantic and syntactic similarities in large context [23], where the training complexity can be considered as an important aspect. Moreover, using deep learning for natural language analysis has been a focus since the year 2000. Young et.al [24] discuss the recent trends in deep learning on NLP tasks. For learning word representations, Le and Mikolov [25] introduced a new method called Word2vec that finds semantic similarities between paragraphs taking into account the order and semantic context of the vectors (not only limited to a sentence or a fixed length of text), in order to predict words based on the content of the paragraphs. Patil et al. [26] use the Word2vec algorithm as inputs to the Convolutional Neural Network (CNN) to classify binary and multi-class document categorization. Although CNN is effective in finding semantic similarities, it has problems to preserve sequential order and model long-distance dependencies. Moreover, Tahvili et al. [27] [28] employed the Doc2vec algorithm (which is an extension of Word2vec) for finding the functional dependencies between manual integration test cases at Bombardier transportation.

In the present study, we aim to compare the performance of two well-known deep learning algorithms, Doc2vec and Sentence Bidirectional Encoder Representations from Transformers (SBERT), in a set of labeled data from five RBSs from Ericsson AB. Moreover, the similarity threshold which has been assumed manually in [6] can now be automatically computed though comparing the utilized edit distance approach with the deep learning algorithms.

IV. PROPOSED APPROACH

The proposed approach in this paper is mirrored in Figure 2. The manual test cases are the input to our model. In step 1 (Similarity Analysis) in Figure 2, the similarities between test cases are detected by employing deep learning algorithms, such as Doc2vec and SBERT. Applying deep learning models for semantic analysis provides a set of high dimensional vectors, where each vector represents a test case. To split test cases (step 2 in Figure 2) a clustering algorithm needs to be utilized which can handle high dimensional data points. Finally, since the main application of the proposed approach in Figure 2 is to test efficiency, similar test cases can be scheduled for test execution, e.g., parallel test execution. We need to consider that, the proposed approach in Figure 2 is not just limited to the mentioned algorithms, where other approaches, such as edit distance, string matching, and text classification can be utilized as well. Later in this paper, we provide more information regarding employing other techniques for both Similarity Analysis and Splitting Test Cases steps in Figure 2. Furthermore, in the upcoming subsections, more details are provided for the utilized algorithms for each step.

A. Doc2vec

Deep learning algorithms use representation learning to learn the data representation instead of using manually hand-crafted features [29]. Doc2vec is a deep neural networks-based...
algorithm that generates a vector representation for a word, paragraph, or document [25]. Doc2vec represents a non-fixed length document into a vector. Besides, it concatenates each word of the document. Figure 3 shows a representation of the structure of the Doc2vec algorithm to predict the next word. For instance, W‘3’ based on the sentence [W‘1’+W‘2’]. Producing in this way two vectors, one vector for the document, called D and one vector for the words called W. One important facility of this algorithm is to keep the words’ properties and the relations between words and semantics of the whole document.

In fact, each paragraph will have an ID represented in paragraph vector D, and the words are represented in the word vector W. They will concatenate to predict the next word of the sentence.

B. SBERT

SBERT is an algorithm in the domain of NLP, which is designed to pre-train deep bidirectional representations from an unlabeled text [30]. SBERT is a modified version of BERT [31] that jointly conditions on both left and right context in all the layers. Reimers and Gurevych [32] developed sentence embedding based on Euclidian distance which allows finding semantic similarities in sentences and is suitable for clustering and information retrieval purposes. Furthermore, SBERT is computationally more efficient than the heavy and complex BERT. Figure 4 shows the structure of SBERT to compute similarity scores. SBERT adds a pooling operation to the output of BERT and computes the cosine-similarity between sentence embeddings u and v. The pooling operation is to derive a fixed-sized sentence embedding.

The pooling operation is added after BERT to give the same size to the sentence embeddings, u and v. After this step, the similarities are computed using cosine-distance.

C. HDBSCAN

For the clustering part of the proposed approach in this paper, we propose to use the Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN), which is a density-based clustering algorithm based on a hierarchical density estimate [33]. HDBSCAN generates a simplified hierarchy and extracts the most significant clusters. Using HDBSCAN has two main advantages: 1-HDBSCAN is able to clusters the high dimensional data point without employing any dimension reduction technique (e.g., Principal Component Analysis (PCA)), 2-HDBSCAN provides a cluster of non-clusterable data points which can be interpreted as noises, outliers or anomalies. In this paper, the non-clusterable data points are considered as non-similar test cases. However, if the high dimensional data is projected onto a lower dimension space (using a technique like PCA), other standard clustering techniques can be employed instead of HDBSCAN.

V. INDUSTRIAL CASE STUDY

The provided industrial case study in this work follows the proposed guidelines for conducting and reporting case study research in software engineering by Runeson and Höst [34] and specifically the way guidelines are followed in [35] and [3], [36]. Hereof, five multi-standard RBSs compatible with their respective number of test cases are utilized as a case under study.

A. Unit of analysis and procedure

The test specifications of five products of the 4th Generation (4G) RBS are our dataset, which includes 444 test cases in total. The utilized test cases are written in natural language text and by the SME at Ericsson. As illustrated in Figure 2 our approach aims to cluster similar test cases and also provide a cluster of non-similar test cases. Table I provides two real industrial examples of similar and non-similar test cases. However, using human knowledge and judgment for the similarity analysis is a time and resource-consuming process.
and it might suffer from ambiguity and uncertainty. Therefore, employing AI techniques for similarity analysis and thereby clustering purposes is critical in large industries.

B. Experimental Setup

SBERT provides the option to train a new model or to use a pre-trained model to convert test cases to feature vectors. As our dataset is rather small and built out of test cases written in English, we are able to use a pre-made BERT-base model with mean-tokens pooling, bert-base-nli-mean-tokens, obtainable from the SBERT repository [37]. We have not made any customizations to the code and thus the result is a feature vector with 768 features for each of the 444 observed test cases. The employed implementation of the SBERT produces consistent results between different runs. For the Doc2vec approach to feature vector generation, we have used the Gensim [38] implementation. For this approach, we have used the following parameters: feature vector size of 100, min word count for dictionary inclusion of 1, and 100 training epochs. Gensim approach is based on training a new neural network every iteration and thus can produce various results depending on the input parameters and a random initial value. To estimate the impact of these parameters, we varied them within reasonable ranges across 150 iterations and found that the largest standard deviation from the results presented in this paper is 0.08 across all of the measures presented in Table III.

The generated feature vectors are then clustered using the standard implementation of the HDBSCAN algorithm using the default clustering values with distances being computed as cosine distances between feature vectors. Pairs of test cases from the labeled data are then compared against the clusters to obtain the confusion matrix from which precision, recall, and F1 score are calculated. Further details about the implementation of the HDBSCAN algorithm are available at [39].

VI. Result

Figure 5 shows the clustered test cases using the HDBSCAN, each color represents a unique cluster of test cases which are being considered as semantic similar by Doc2vec and SBERT algorithms. Figure 5a illustrates the obtained clusters using the provided vectors by SBERT, where the number of obtained clusters is equal to 75. Figure 5b shows the clusters where HDBSCAN used the generated vectors provided by Doc2vec, the number of obtained clusters is equal to 76. The t-SNE is used to plot the results after the clustering done by HDBSCAN. Both results are expected due to the properties of the dataset and resemble the SME’s criteria. We need to consider that the size of each cluster is different for the Doc2vec and SBERT. Moreover, using HDBSCAN can help us to have a cluster of non-clusterable data points, which indicates to non-similar test cases in this study.

A. Model Performance Evaluation

Table II summarizes the cluster size and the obtained non-clusterable data points. The entire results and implementation source are available at [40]. In order to compare the performance of the employed deep learning algorithms against the labeled data, 402 out of 444 test cases manually labeled by the SME at Ericsson, wherein in total we received labels for 211 similar and 191 non-similar test cases. Test cases similarity detection might suffer the class imbalance problem when the class distributions (similar and non-similar) are imbalanced. Therefore, selecting a suitable performance metrics is critical and also influences the measured performance of a model [41]. To evaluate the performance of the proposed approach in this paper, precision, recall, and F1 score are measured instead of accuracy. F1 score conveys the balance between the precision and the recall, which is a suitable metric for the imbalance problems, shown in (3).

$$F1 \text{ score} = 2 \times \frac{\text{Precision \times Recall}}{\text{Precision} + \text{Recall}} \quad (3)$$
Table III summarizes the evaluation of the obtained results, using precision, recall, and F1 score.

Table III. The performance comparison of Doc2vec and SBERT against the labeled data provided by the SME.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Similar</th>
<th>Non-similar</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Doc2vec</td>
<td>0.952</td>
<td>0.943</td>
</tr>
<tr>
<td>SBERT</td>
<td>0.946</td>
<td>0.834</td>
</tr>
</tbody>
</table>

As can be seen in Table III, the F1 score for Doc2vec is 0.947 and 0.942 for similar and non-similar, respectively. The obtained F1 score for SBERT is about 0.89, which indicates a good overall performance as well but not as good as that of Doc2vec. Moreover, the presented clusters in Figure 5 and Table II can be utilized for parallel test execution and also test suite reduction. For parallel test execution, each cluster (which contains several test cases) can be scheduled for execution simultaneously. As mentioned before, if two test cases are similar in their test specifications they might be designed for testing the same functionality or they required the same precondition, i.e. in system setup. Using the presented results in Table II for instance for the Doc2vec algorithm, we have 5 test cases (distributed between five different products) which are grouped into cluster 1. There are two different scenarios in this case. 1-The mentioned five test cases are designed to test a common function between five different products. In this scenario, executing all five mentioned test cases leads to this function will be tested fully before we are scheduling another function for the testing. All other presented clusters in Table II can be executed parallel on the other test stations, while cluster 1 is executed completely. 2-The mentioned five test cases in cluster 1 are required the same installation effort. Thus the testing environment needs to be configured once for just one test case inside of cluster 1 and all other four test cases can be executed after each other on the same test station. Using 2 can help us to measure the saving time for this scenario. On the other hand, selecting just one test candidate from each cluster for execution can be utilized for the test suite reduction purposes. Furthermore, the non-clusterable data points presented in Table II indicate the non-similar test cases which can be executed sequentially before or after other similar test cases.

B. The Similarity Threshold Calculation

Previously [6], the test cases were classified into several classes (e.g., identical, very similar, similar) based on their Levenshtein distance and the similarity threshold, which was set manually using the SME’s experience. In this regard, the similarity threshold is selected as \(0.8 \leq \text{LD} \leq 1\), where 0.8 is the desired lower limit for the similarity of two test cases. Moreover, a Levenshtein distance equal to 1 represents two identical test cases and a Levenshtein distance lower than 0.8 represents non-similar test cases. Finding an optimal similarity threshold is beneficial in terms of reducing human judgment. It can also be utilized for identifying the first distance that test cases are started to be similar to each other. In this study, an automatic threshold detection approach (see Threshold Detection\(^2\)) in Figure 6) is applied through measuring the Levenshtein distance between the vectors (which belong to the same cluster) generated by the deep learning models. The second contribution of this paper is to find the similarity threshold to delimit between similar and non-similar test cases using The Levenshtein distance in our previous work [6]. The Levenshtein distance is measured between all test cases that have been clustered as similar by DBSCAN, Table IV presents The sum of the averages Levenshtein distance per cluster. In fact, the Levenshtein distance between each test case, which ended up into the same clustered, is measured. As can be seen, the mean value of the Levenshtein distances is equal to 0.69 and 0.64 for Doc2vec and SBERT respectively.

This result indicates that test cases can already be considered similar if their Levenshtein distance is equal or greater than 0.64 for SBERT and 0.68 for Doc2vec respectively. This improves the results found in [6], where the lowest boundary of similarity was assumed 0.8 in close consultation with SMEs at Ericsson. Moreover, these performance measures in this study are an improvement to the edit distance approach which used by us previously [6]. The F1 score of 0.61 using Levenshtein distance obtained utilizing the same dataset. According to the presented result in Table III, Doc2vec has a better performance compared to both SBERT and significantly better than Levenshtein distance on this application.

VII. THREATS TO VALIDITY

There are some risks in applying the proposed approaches in this paper. Infrastructure, enough available testing stations, and resource limitation can be considered as the major construct validity threat to the parallel test execution. For applying the proposed approach in this study, we need to have several available test stations for testing each product parallel with others. The coming technologies as 5G will only enlarge those challenges due to the increase in the number of elements i.e. the number of ports, making this solution a necessity. Using the test specifications for finding the similarities between test
cases might be sensitive in terms of changing a single character in the test. For instance, $TC_{1,A}$ in Table I, the change of only one character in the pass criteria from 10mA to 100mA could affect much in the measurement results of a LED, which could result in a broken component. However, deep learning algorithms are more stable to the character changing compare to the edit distance and string matching approaches. The proposed approach in this paper has been applied on just one industrial testing project in the Telecom domain, however, it should be applicable to other similar contexts in other testing domains. Nevertheless, we cannot claim that the proposed approach in this paper works well in all fields where precision is a very important variable, e.g., medicine, chemistry, and electronics. Furthermore, the labeled data, which has been used for the performance evaluation was conducted manually by the testing expert at Ericsson and it might suffer from uncertainty. Therefore, another type of ground truth needs to be conducted in order to generalize the proposed approach in this study. Finally despite deep learning and word embedding approaches being interesting, one cannot exclude that traditional rule-based methods may also be applicable and sometimes result in better performance than the latest deep learning methods, which depend on the application. In our case, rules are given by the specialist in the area which could give more importance to specific sections on the test case description to find better insights and extract relevant features before clustering.

VIII. DISCUSSION AND FUTURE WORK

The main goal of this study is to compare the performance of two deep learning algorithms on an industrial case study. To this end, we make the following contributions: 1-Doc2vec and SBERT have been employed to detect the similarities between manual integration test cases automatically. The similarities have been extracted by analyzing test case specifications written in a non-formal natural language. 2-The evaluation of the proposed algorithms was performed by conducting an industrial testing project in the Telecom domain at Ericsson in Sweden. 3-The performance of the Doc2vec and SBERT was compared against the labeled data using SME knowledge at Ericsson. The obtained results show the outstanding performance of the mentioned deep learning algorithms on the conducted industrial case study. 4-The performance of the Doc2vec and SBERT was compared against our previous work [6] where the Levenshtein distance was utilized for the similarity detection on the same dataset. The obtained results indicate that the lowest boundary of similarity using Levenshtein distance can go down to 0.64 compared to 0.8, which was the empirical value used previously in [6] by the SME.

A. Future Work

The main future direction of this paper is employing other text analysis approaches such as edit distance and string matching for similarity detection. In fact, the mentioned approaches in Figure 6 can be extended to all existing text mining methods. Other clustering and classification algorithms can be adopted to Figure 6. As stated earlier, using data dimensionality reduction techniques, e.g., random forests, PCA and thereby applying other standard clustering techniques (e.g., k-means) might provide better results compared to HDBSCAN. Moreover, conducting a larger case study and comparing the performance of all text mining methods, which are applicable for similarity analysis, can provide a clue for finding the best method in terms of accuracy and execution time. Generally, running a deep learning or neural network algorithm requires more time compared to the other text-mining algorithms, which has a less complex structure. Developing the utilized algorithms of this study as a tool that can handle even larger sets of test specifications is one of the future directions. Despite the fact that the results found in this paper using deep learning algorithms are promising, they are entirely based on one dataset within a specific domain i.e. five fourth-generation (4G) RBSs. We aim to test this approach in other datasets and domains thus, in this way it can be generalized and transfer to other products, e.g., fifth-generation (5G) RBSs or even future generations of RBSs. Furthermore, we are aiming to verify the robustness of the tool. For this purpose, a long time study is needed within production, which will secure this tool to be scalable and compatible with different platforms proper of old and new technologies. A question left to answer is whether these deep learning approaches are better than the traditional rule-based methods for this application. Usually, the traditional rule-based methods are hand-crafted and require field knowledge, which may not be a disadvantage in very complicated industrial applications. Although we can see many potential improvements to the traditional rule-based methods, a formal comparison of those methods and deep learning methods is worth investigating.

IX. CONCLUSION

Parallel test execution plays a vital role in test optimization and can lead to saving time and cost in a testing process. In this paper, two deep learning algorithms (Doc2vec and SBERT) are applied and evaluated to find the semantic similarities between manual integration test cases for test optimization. The obtained results indicate that Doc2vec shows better performance (F1 score=0.947 for the similar test cases and F1 score=0.942 for non-similar test cases) compare to SBERT (F1 score=0.886 for parallel test execution).
for the similar test cases and F1 score = 0.889) when it evaluated against the labeled data. This conclusion opens possibilities to use the method for parallel testing and test suite minimization.
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