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Abstract—Users encounter privacy threats when they use cloud revealed if all the usage data on the server side is aggrkgate
services through mobile devices. A user leaves a large amaduof and further analyzed.

usage dafa on the server sides. Leaving a single piece of usag  rho revealed user information is collected further and

data on the server side may seem harmless to user's privacyb reused without the user’'s awareness and permission [2]. The
if usage data is all taken together, the sensitive informatin can be P :

leaked. To detect privacy leakages, various privacy measements ~management of user data on cloud services might not be
have been proposed. However, it's not easy for the user to find trustworthy [3]. Cloud service providers might use useradat
suitable privacy measurements because he does not have the for various purposes, or sell the data to others who need
background knowledge. Moreover, the user also does not know to perform data aggregation. More user information might
what is available to be used for protecting his privacy when k eventually be mined for all kinds of purposes, and the user
finds privacy leakages. In this work, iGuard, a personalizecguard  will not have any control over those purposes. In fact, ther us
system for cloud service usage on mobile devices, is provile has the right to know what can be revealed from his usage
iGuard provides a customized privacy measurement plan whit 413 put cloud service providers do not respect this rigfit,

fits in the user’s personal situation. The plan is executed tdetect collecting user information without notifying the user. tie

possible privacy leakages when the user is using cloud seces. user wants to be aware of data leakages from his usage data
To resolve the leakages, iGuard also provides workable pracy 9 g !

protection strategies. The user can apply one of the stratégs € Must apply appropriate privacy measurements on the usage
and see its effect on the privacy measurement results. Acating ~ data by himself. A privacy measurement focuses on a kind of
to the results, the user can tune his strategy continuously niil usage data and detects a specific user privacy leakage from
he is satisfied with the results. By continuously tuning, theuser ~ the data. There are various privacy measurements available
can manage the privacy-utility trade-offs of using cloud sevices.  currently. For example, the privacy measurement propoged b
Keywords—privacy measurement; privacy protection. Liao et. aI_[4] can be used to detect I.e_akgges of the user’s
transportation routines from Global Positioning Systen?8p
data. Even though the user does not expose any GPS data
|. INTRODUCTION to the cloud service, another privacy measurement proposed
Users enjoy all kinds of conveniences provided by clouddy Valkanas and Gunopulos [5] can be used to detect user’s
services through mobile devices anytime and anywhere.dCloulocation information leakages from general textual infation
services enable users to access all kinds of data and u&& social network services. A user has his own combination of
various software on the Internet. In 2014, twelve percethef ~cloud services in use and personal privacy preferencesngmo
EU population used cloud services for document editing. Théll these different privacy measurements, the user haddotse
proportion was even higher (23%) among the population ageBivacy measurements that fit in .hIS situation and performs
16-24 [1]. But the truth is that cloud service providers dsma the privacy measurements on suitable timing. However, the
interested in tracking user information, e.g., user pexfees, Uuser may not have the background knowledge to select and
personality traits, and relationship statuses. Privacgats Perform the privacy measurements. A general user knows how
increase when users access cloud services through mobfig operate a cloud service, but he may not know the usage
devices. Mobile devices are equipped with various sensordata that will be sent to the cloud service, let alone theagsiv
to collect users’ contextual information, such as geolocat Measurements that are available for detecting privacyalgpetk
information. When a user performs an operation on a cloudrven though the user discovers a privacy leakage, he may not
service, not only data that the user enters into the cloudh@ave the knowledge to avoid the privacy leakage while kegpin
service but also contextual information is sent to the cloudising the cloud service.
service. The cloud service gets more data than the usetétput In this work, iGuard, a personalized guard system for cloud
manually, but the user does not know what the cloud servicservice usage on mobile devices, is proposed. Accordinggto t
gets additionally. Besides, leaking a single piece of uskd@ user’s personal situation, his combination of cloud s&wic
to the cloud service may be harmless to user’'s privacy. Buin use and privacy preferences, iGuard selects appropriate
a user’s profile, such as his routines and preferences, will bprivacy measurements for the user. iGuard collects usaige da
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sent to the cloud services and triggers corresponding gyriva them from customer service requests. Customers’ privagy wa
measurements on suitable timing for detecting possiblegyi  consequently protected. Ren et. al [12] partitioned data in
leakages. If privacy leakage is detected, the user willivece data fragments and stored them to different cloud services.
a warning from iGuard. iGuard provides privacy protectionBeresford et. al [13] created a modified version of the Andiroi
strategies for the user. The effect of the applied protactio operating system that allowed users to ‘mock’ access to the
strategies is reflected in the results of the privacy measemés  resources of user devices for cloud services. Guha et. &l [14
so that the user can improve his strategies continuouskdbas proposed the Koi platform which avoided leaking privacy-

on the results. Contributions of this work are outlined assensitive information by masking low-level lat-long infioa-

follows.

1) In this work, user-centric privacy protection is pro-
vided. The user-centric privacy protection focuses
on personal privacy measurements and customize
privacy protection strategies. The personal privacy
measurements detect critical privacy threats, and th%
customized privacy protection strategies help mitigate
the threats.

2) iGuard, a system that implements the user-centric
privacy protection, is provided. As types and amount
of user data collected by cloud services increase
demands of new privacy measurements also increa:
to provide comprehensive user privacy protection.
iGuard takes the extension of privacy measurement:
into consideration, and is flexible for adding new
privacy measurements.

tion from applications. Kasai et. al [15] proposed a service
provision system that selected the best-working servioes f
users according to the minimal personal information presid

y the users. Among all these privacy protection strategies
uard provides users the ones that solve their identified
rivacy leakages. Users can select the preferred one armyg app
for protecting their privacy.

Ill. USERCENTRIC PRIVACY PROTECTION

A user uses cloud services through the mobile device to
solve daily problems, and the combination of cloud services
in use varies from person to person. Furthermore, infoonati
S(?)(posure that causes “privacy leakage” to a user also varies
from person to person, since the definition of “sensitive in-
formation” is different for every user. Some users takerthei
political views as sensitive information but others do 18dme
users mind revealing their home addresses, but others do not

The remainder of this work is organized as follows. In Every user has his own sensitive information list descghbin
Section 11, an overview of related work is provided. The user personal information that should not be exposed to othess. A

centric privacy protection is illustrated in Section 11l efails

a result, iGuard applies user-centric privacy protectmiake

of the iGuard system is described in Section IV. In Section Vthe user’s personal situation into consideration. The gssc
two case studies of using iGuard are provided. Finally, thi®f the user-centric privacy protection is shown in Figure 1.

work is concluded in Section VI.

II. RELATED WORK

Privacy leakages caused by using cloud services have bee measurement(’
identified in previous work. Chairunnanda et. al [6] indi- [Make a plan 2 Monitor privacy
cated that users’ identities were constructed from theimiy L

patterns. Liao et. al [7] showed that users’ daily actigitie
and movements were identified from raw GPS data collected
by mobile devices. Ferrari et. al [8] observed that users’
mobility patterns in an urban environment were extracted
from their participation in social networks. Valkanas and
Gunopulos [5] demonstrated that user’s location infororati .
was exposed from general textual information about their
surroundings in social networks without using a GPS-erhble
device. Murukannaiah and Singh [9] indicated that usergkoc
circles could be identified by bringing together contextual
information and users’ online social interactions. Thesakw
provides various privacy measurements on different pyivac
leakages. iGuard utilizes suitable privacy measurememds a
makes privacy measurement plans for users according to thei
personal settings.

Protection strategies that alleviate the identified privac
leakages are also proposed. Stenneth and Yu [10] used a
trusted thirdparty server as the mediator between usece®vi
and cloud services, and applied the k-anonymity technique
to hide identifications of the user devices. Zhang et. al [11]
used noise data to obfuscate cloud services. The authors
generated noise service requests and injected these teques
into real customer service requests. The noise servicestsju
occurrence probabilities were identical to customer servi
requests so that cloud service providers could not distigu
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Details of each step of the process are described as follows.

applied protection strategies

privacy

Protect privacy]

| ]

privacy leakages

Figure 1. The user-centric privacy protection process.

Step 1. Make a plan. Privacy monitoring is per-
formed according to a customized privacy measure-
ment plan, which is made based on the user’s personal
situation. The privacy measurement plan is the base
to ensure the user’s privacy when he is using cloud
services. The privacy measurement plan defines the
privacy measurements which should be applied and
the timing of triggering these privacy measurements.
Selection of the privacy measurements is based on

1) the type of cloud services in use,

2) the type of usage data that is sent to the cloud

services, and

3) the user’s sensitive information list.
A privacy measurement does not need to be triggered
in real time when the user is using a cloud service. It
can be a summary of user operations in a period of
time, e.g., a day or several hours. The frequency of
applying a privacy measurement is decided according
to the user's preference and characteristics of the
privacy measurement.
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Step 2. Monitor privacy. When the user is using a
cloud service through the mobile device, usage data
sent to the cloud service should be evaluated for
privacy concern. In this step, corresponding privacy
measurements are triggered. The privacy measure
ments take the usage data as input and indicate poten
tial privacy disclosure threats. The user will receive
warnings if privacy leakage is detected. He reviews
details of the warning and takes further actions for
protecting his privacy (step 3).

Step 3. Protect privacy. The user can apply privacy
protection strategies to alleviate the privacy leakages.
Privacy protection strategies are divided into two cat-
egories.

1) Changing user behavior. Changing the way

Strategy Suggester

!protection

strategies i Privacy Me?suremem

iGuard Client

(5

(7) Services

warnings measurement
results

Privacy Measurement (6) :
Coordinator ]4—»[ Service Agent
fay

privacy
measurement plan

Plan Maker (3)

that a user uses the cloud service will also
change the usage data received by the cloud
service. The user can thus hide his sensi-
tive information by changing his behavior.
For example, a user checks his e-mails most
frequently when he is at work. If the user’s
working hours are detected from his usage
frequency, he can confuse the cloud service by
using the cloud service as evenly as possible
in different time periods of a day.

vices. There are a variety of privacy protection

(L@ |
available meas{lremem Iisli

Figure 2. iGuard system overview.

service agent, and strategy suggester. The four com-
ponents collaborate to complete the whole process of
user-centric privacy protection.

: . : _ In the following, the ways that the components of iGuard
2)  Applying third-party privacy protection ser- server achieve user-centric privacy protection are ilaist.

services available to protect the user’s privacy.A. Make a Plan

Making a personalized privacy measurement plan includes
usage data [11], use fake data to replace reajhe following three steps.

These services can insert noises to normal

data [13], or suggest the best-working cloud
services that fit the user’s privacy require-
ments to replace the cloud service in use [15].
By applying these privacy protection services,
the user can keep his privacy safe while using
the cloud service as normally as possible.
The user can apply more than one privacy protection
strategies, and observe their effects on the results
of the privacy measurements (step 2). The user can
change or adjust the strategies to find one that best
fits his personal situation, and balances the trade-offs
between cloud service utilities and privacy protection.

IV. 1GUARD SYSTEM

The system overview of iGuard is depicted in Figure 2.
Components of iGuard are divided into three parts.

1)

2)

3)

Copyright (c) IARIA, 2016.

Packet collector. To detect possible privacy leakages,
iGuard has to collect usage data which is sent to cloud
services. Packet collector is responsible for collecting
mobile device packets to further extract usage data
from them.

iGuard client. iGuard client is the interface between
the user and iGuard server. It is implemented as an
application installed on the mobile device to interact
with the user. iGuard client allows the user to review
results of the privacy measurements, and send his
personal preferences to iGuard server. Once privacy
leakage is detected, iGuard client generates instant
notification to the user.

iGuard server. iGuard server consists of four compo-
nents: plan maker, privacy measurement coordinator,

ISBN: 978-1-61208-498-5

1)

2)

3)

Acquire types of usage data that will be sent to
cloud services Applications are client-side interfaces
for cloud services. Permissions of an application
reveal the types of data that will be acquired by
its corresponding cloud service. At the beginning,
iGuard client collects all the applications installed
on the mobile device and their permissions. iGuard
client sends the information to plan maker (1). Plan
maker analyzes permissions of the applications and
gets the types of usage data collected by the cloud
services behind the applications. If a new application
is installed on the mobile device, plan maker will
be notified about the new-installed application and
update the privacy measurement plan.

Confirm the user's sensitive information list In

this step, plan maker checks the user’s sensitive
information list. A sensitive information list describes
a user’s personal information that should not be
exposed to others. Initially, iGuard client provides
a generalized sensitive information list to the user.
Once the user tunes the list to get a personalized
sensitive information list, plan maker will receive the
updated list from iGuard client (2).

Check available privacy measurementsPlan maker
gets the list of available privacy measurements from
service agent (3), which is responsible for commu-
nicating with third-party privacy measurement ser-
vices. In the available measurement list, privacy
measurements provided by the third-party privacy
measurement services are described. For each of the
privacy measurements in the list, its type of input
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data, focused privacy leakage, and suggested detetdrn off the GPS sensor, change his route, or use a privacy
tion frequency are provided. Plan maker selects therotection service to insert fake GPS data into his usage dat
privacy measurements, which not only fit in the typesStrategy suggester provides possible protection stede)

of usage data but also can detect leakages of sensaccording to the type of usage data that causes the privacy
tive information. Plan maker then creates a privacyleakage. Regarding more than one privacy leakages, the user
measurement plan, which defines the correspondingan apply several protection strategies at the same time. Th
privacy measurements and their triggering frequencyeffect of the applied strategies will be reflected in the itssu
when the cloud services are used. of future privacy measurements. The user can tune and change

After a privacy measurement plan is created or updateof,gzu?tgvacy protection strategies until he is satisfied with

plan maker sends it to privacy measurement coordinator for
performing privacy monitoring (4). V. CASE STUDIES

B. Monitor Privacy GPS data is common in the usage data exposed to cloud
) ) ) _ services. The case studies demonstrate not only that eséra u

When the user is using the cloud service, mobile phonggnsitive information will be leaked from the GPS data, but
packets sent to the cloud service are acquired by packeteoll 554 the ways that iGuard assists user in detecting thedeaka
tor. Packet collector can be a component which embeds eithglg fixing them. To make the case studies as real as possible,
in a modified version of the Andriod operating system or inyeg| telecommunications service usage data with user's GPS
software-defined networking [16]. Packet collector thepies  |5cations is used to simulate the user's usage data exposed
the packets to privacy measurement coordinator (S). Rrivacy, 5 |ocation-based cloud service. The telecommunications
measurement coordinator identifies the cloud service in USggryice usage data is provided by Mr. Malte Spitz, a German
and extracts the usage data sent to the cloud service. Privagreen party politician and Executive Committee member. He
measurement coordinator accumulates the usage datahentil tacquired the usage data from his telecommunications gervic
triggering time of the corresponding privacy measurementyoyider. The usage data can be downloaded on ZEIT On-
specified in the privacy measurement plan comes. To trigger ghe [18]. This data set was collected from August 2009 to
privacy measurement, privacy measurement coordinater actrepryary 2010, and contained 30,374 location-based usage
vates the corresponding privacy measurement serviceghrou gat5 |t is assumed that the location-based service csltbet
service agent (6). Service agent is responsible for communj;ser's GPS Iocations to provides contextual information fo
cating with privacy measurement services. Once it receivefim such as the weather, traffic conditions, nearby restau-
measurement results from the privacy measurement servicgynts which are open, etc. It is assumed that this location-
service agent passes the measurement results back toyprivagssed service always runs in the background and collects the
measurement coordinator. Privacy measurement coordinatfser's |ocations regularly to update the contextual infation.
keeps the measurement results for user review in the futurghe ser can also actively query the location-based service
If privacy leakages are identified in the measurement r@sult for frther information. When the user is actively using the
privacy measurement coordinator will generate wamings tqqcation-based service, his locations will be collectedreno
iGuard client and activate strategy suggester (7). frequently than normal. So, the behavior of the locatiogea

As all sorts of portable devices are invented and widelyservice in collecting the user’s GPS locations is close ® th
used, new types of usage data are exposed to cloud servicéslecommunications service. The location-based usageafat
such as the user’s daily amount of exercise and heart ratéhe telecommunications service is used to simulate theeusag
Demands for new privacy measurements increase to detedtta collected by the location-based service. In the caskies,
new privacy risks caused by the usage data. To flexibly adiGuard is applied to eliminate the privacy issues which ltesu
new privacy measurements, service agent applies the servicfrom exposing the user’s personal schedules and home addres
oriented architecture (SOA). Third-party privacy measugat to the location-based service.
services are assumed trustworthy. They are self-contained At the beginning, iGuard makes the privacy measure-
units which provide privacy measurement functionality€Th ment plan, as shown in Figure 3. In Figure 3, two privacy
mechanism for communication between service agent angheasurements which aim at GPS data are selected. One is
privacy measurement services is described in authorshanot for detecting personal schedule leakage, and the other is
work [17]. A privacy measurement service can join iGuardfor detecting user's home address leakage from the exposed
by registering to service agent. If a new privacy measurémerngps data. For each privacy measurement, the type of the
service successfully registers to service agent, serie®ta target usage data, the cloud service which the usage data is
will update the available measurement list. Service agendxposed to, the frequency to perform the privacy measuremen
also updates the available measurement list when a priva@gnd the privacy measurement service which is in charge to
measurement service becomes unavailable. Once the aeailalyerform the privacy measurement are displayed. Currently,

measurement list is updated, service agent will notify planhose two privacy measurement services are implemented by

maker to update the privacy measurement plan. authors as third-party privacy measurement serviceselfigfer
c . unchecks the box before a privacy measurement, the privacy
. Protect Privacy measurement will not be performed. Results of these two

The goal of privacy protection strategies is to confuseprivacy measurements are shown in the following.
cloud services so that sensitive user information will not
be inferred from the usage data. Strategy suggester collecf\- Case 1: Personal Schedule Leakages
privacy protection strategies that can work on a specifietyp  Since the location-based service is frequently used in the
of usage data. Taking GPS data as an example, the user caser’s daily life, user’s usage frequency reflects his peko
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curve in the time duration 1:00-8:59, which is a hint for the
sleep time leakage. Below the measurement results, privacy
protection strategies for GPS data are suggested. If the use
selects to insert noises to his future usage data to chasge hi
service usage frequency, iGuard will suggest correspgndin
privacy protection services that are available to assist th
user in completing the work. In this work, a noise inserting

Privacy Measurements

M Personal Schedule

Data Type: GPS
Exposed to: SL Location-based service
Frequency: 1 day

In charge: DBSE schedule detection service is implemented to assist user in inserting noisddsto
T service usage data. The service inserts noises that are similareto th
normal usage data [11]. The new measurement results are show
MHome Address in Figure 5. The measurement results show that the privacy
Data Type: GPS leakage is eliminated by the strategy.

Exposed to: SL Location-based service

Frequency: 3 days

In charge: DBSE home detection
service

Figure 3. The privacy measurement plan. Personal Schedule
Date: 9/4/2009

Measurement Result

30

Measurement Result

Personal Schedule
Date: 9/3/2009

Number of user data
ey
«» = 3

o

234567 891011121314151617181920212223
Hour

Figure 5. The measurement results after a privacy protedimategy is
applied.

Number of user data
NN

7 8 9 1011121314151617181920212223 B. Case 2: Home Address Leakages

Hour

Measurement Result

Protection Strategies

Turn off GPS sensor

Home Address

Insert noises Date: 9/4/2009-9/6/2009

Candidate

Use fake GPS data

Zehdenicker Strafe 12, 10119 Berlin, Germany

Figure 4. The privacy leakage for personal schedule.

Protection Strategies

Turn off GPS sensor

schedule, especially the sleep time. The user will not use th
location-based service when he is sleeping. A time duration
that the usage frequency is steady but relatively low camée t Use fake GPS data
user’s sleep time. This privacy measurement checks the eumb
of usage data transmissions to the location-based semice i Figure 6. The privacy leakage for home address.

each hour of a day to find possible sleep time leakages. The

privacy measurement is performed once a day and takes usage

data of the whole day as the input. In fact, the measurement Most people stay at home to sleep at night. If the user’s
results of the usage data for each day from August 2009 ttocations in sleep time are exposed to cloud services, hiseho
February 2010 are similar. The sleep time is leaked almosaddress is likely to be exposed, too. This privacy measuneme
every day from the usage frequency of the service. In this caschecks the user’s locations exposed to the cloud service in
study, the usage data on 09-03-2009 is selected as the exampleep time for possible home address leakages. The privacy
to demonstrate the privacy leakage, as shown in Figure 4. Imeasurement is performed every three days according to the
the measurement results, there is a relatively low and gteacprivacy measurement plan. The user is assumed to be sleeping

Insert noises
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during 1:00 AM to 4:00 AM. The privacy measurement cal- [6]
culates the percentage which the user stays at a locatitrein t
period of time. In this case study, the usage data from 09-10-
2009 to 09-12-2009 is used as an example to demonstrate the
home address leakage, as shown in Figure 6. The measuremep
results show that the user only stays at one location duhiag t
sleep time of these three days. The location can indicate the
user’s home address. The user can select to insert noides wit[g]
fake GPS data when he is at home. The fake GPS data is
mixed with real ones and the percentage of fake data can even
be higher than real data. As a result, the user can mislead tth]
location-based service to wrong home address information s
that the home address leakage can be prevented.

[10]
VI. CONCLUSION AND FUTURE WORK

iGuard plays the role of a mediator, which links available; 1
privacy measurements and privacy protection strategies to
the user. According to the user’s personal situation, iGuar
performs customized privacy measurements for the user aritk]
suggests workable strategies to protect his privacy. lusee’s
view, the user will enjoy comprehensive privacy detectiod a
protection as available privacy measurements and protecti
strategies linked to iGuard extend. In the view of providers
services of privacy measurement and privacy protecticgy th
benefit from increasing users of their services. iGuardtesea [14]
a win-win situation for both of users and service providers
handling privacy issues.

(23]

In the future, iGuard will be extended for various user[ls]
devices, such as smart home systems in Internet of Things
(1oT), and assist users in managing their privacy for allices  [16]
in use. iGuard will provide users a comprehensive protactio
strategy that considers users’ personal preferences antidsa
all privacy issues caused by using the devices. Thus usars c&’l
enjoy simple and effective way to keep their privacy while

utilizing all services through various devices. [18]
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