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Abstract—There is a big number of testing methods which are based on the state machine formalism. State machines serve as a strong means in behavior modeling of computer systems. However, this strength is lost as we go down the abstraction level from models to code. This is essentially due to the inherent semantic gap between state machine models and code, and that it is generally a challenging task to track states and transitions at runtime. In this paper, we discuss the benefits and challenges of having a mechanism for mapping state machines to code. The main intention with such a mechanism is to enable tracking of state changes at runtime. As we explain in this paper, the mapping provides for several important testing features such as verifying the actual runtime behavior of the system against its state machine models. Its importance becomes further emphasized remembering that model-based static analysis techniques rely on models as the source of information and design assumptions, and therefore, any mismatch between the actual behavior of the system and its models can also imply invalidation of the analysis results.
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I. INTRODUCTION

Applying Model-Based Development (MBD) methodology [1][2] helps to cope with the ever-increasing complexity of computer systems. It does so by raising the abstraction level, enabling analysis at earlier phases of development and automatic code generation. In Model-Based Testing (MBT), models serve as an explicit representation of the intended behavior of a system from which test cases are generated [3][4]. Test cases are then executed to detect failures and to verify if the intended and actual behavior of a system differ.

State machines [5] serve as a modeling formalism for behavioral description of different types of systems (particularly reactive systems) and are used extensively in model-based testing techniques. State machine models can thus capture the expected behavior of a system. In testing the behavioral aspects, it is necessary to be able to determine whether the runtime behavior of the system is in compliance with its specified behavior represented and described using state machine models. This is regardless if the code is manually developed or automatically generated from system models. For this purpose, there needs to be a mechanism to establish a mapping between state machines and code in order to verify that the code at runtime is actually behaving correctly according to the state machine model in terms of its internal states and transitions.

In [6], we have introduced and developed an approach for testing the behavior of automotive embedded systems, by comparing against the Timed Automata (TA) [7][8] specification models that are used to describe the internal behavior of system components, modeled using EAST-ADL language [9] (the term state machine is used in this paper as a synonym to also refer to a timed automaton whenever the main concern is only the states and transitions in the model regardless of the timing specifications). In the approach, timed automata models are analyzed to identify if different properties hold or not. As a result, a trace is generated consisting of a sequence of states and transitions serving as a witness or counter-example of the performed analysis. To verify the actual behavior of the system, it is then checked at runtime if the system traverses and goes through the exact order of states and transitions as in the trace file. To achieve this, as part of the approach we have defined a mechanism for mapping state machines to code. The mapping is currently done manually, which is not that scalable especially when the size of code grows. In this paper, we focus on the mapping mechanism and discuss its importance and the capabilities it provides for testing the behavior of systems based on our findings in [6]. We introduce our specific way of implementing the mapping mechanism along with its features and limitations. Moreover, other different possible solutions to implement such a mapping mechanism and the related challenges are also described and identified. In short, the main intention with this paper is to highlight the benefits of having a mapping mechanism between state machine models and code (as part of our research project results); particularly that establishing such a mapping can require early design decisions and following certain rules in the code to enable tracking states and transitions at runtime.

The remainder of the paper are structured as follows. In Section II, background context and motivation of this work is presented. Related work and possible solutions for the mapping mechanism, along with the challenges and potentials of having such a mapping mechanism are discussed in detail in Section III. Finally, Section IV concludes the paper and there, we also discuss the future directions of this work.

II. BACKGROUND & MOTIVATION

This work has been performed in the scope of the the Combined Model-based Analysis and Testing of Embedded Systems (MBAT) European project [10] consisting of 38 project partners. One of the main goals in MBAT is to provide
a more efficient and effective Verification & Validation solution for embedded systems by exploiting the synergy between model-based analysis and testing. Brake-By-Wire (BBW) system from Volvo is one of the industrial use-cases that are addressed in MBAT. In a BBW system, mechanical parts and hydraulic connections between the brake pedal and each wheel brake are replaced by electronic sensors and actuators. Anti-lock Braking System (ABS) is usually an inherent functionality provided by BBW systems [11] whose purpose is to prevent the locking of wheels by controlling braking based on slip rate. There is a threshold for the slip rate beyond which the brake actuator is released and no brake is applied (otherwise the requested brake torque is used).

The system is modeled using EAST-ADL. In Figure 1, a simplified model of the system for only one wheel is depicted. The internal behavior of system components are captured and represented using Timed Automata (TA). Since BBW is a real-time system with different timing requirements, the use of TA models enable to also include timing specifications. Considering the purpose of a BBW system, it is generally considered as a safety-critical, distributed real-time (embedded) systems. A timed automata model, designed in UPPAAL tool [12], describing the internal behavior of the ABS component of BBW system is shown in Figure 2. In this model, y is a clock whose specification on the states indicates the amount of time units that can be spent in each state (non-deterministically, between 0 and the specified value) before a transition has to be made to the next state. These timing specifications are naturally derived from high level timing requirements of the BBW system and its components. The values in the TA model here are just samples, and the exact values for each implementation of the BBW system might be different.

Figure 1. Components composing a BBW system [6].

Figure 2. Timed automata model of the ABS component [6].

A. Testing Goals

We have developed a testing methodology [6] in order to verify the runtime behavior of the BBW system against the desired behavior represented in the form of state machine and automata models. To do so, test cases are generated from automata models as UPPAAL trace files. These traces serving as abstract test cases are then transformed into concrete ones, which are essentially executable test scripts. By executing the concrete test cases the runtime behavior of the system is verified in terms of state changes. In other words, it is checked that the order of states of the system at runtime matches what is specified in the models.

Some of the steps that constitute the approach are as follows:

- Based on the automata models, C/C++ enumerations (enum) that represent each state machine and their internal states are generated. These enumeration structures are stored in a C/C++ file along with the definition of a helper function called set_state(StateMachine, State). The file is then included in the implementation code of the target application (i.e., to be tested).
- The states in the automata model are mapped to the code using the above helper function. This is done by adding calls to the set_state() helper function at places in the code where a state change occurs. The helper function basically logs the new state belonging to the specified state machine and thus enables to keep track of state changes at runtime.
- According to the automata model, a test script is generated which verifies that the order of state changes (logged using the helper function) match the model. If so, then the result of the test is determined as pass, otherwise a fail verdict is decided.

This helps to gain more confidence that the behavior of the system is actually as specified and expected at the modeling level. One of the motivations behind our approach is that the models are used for different types of model-based analysis. If the runtime behavior of the system deviates from and does not match the behavioral models, the result of the analyses that have been performed assuming such behavioral models will be violated and not valid anymore.

III. STATE MACHINE MAPPING

A. Challenges

To provide a mechanism for tracking state changes at runtime, the set_state(StateMachine, State) helper function that was introduced in the previous section is used to map state machine models to code. This mapping step is needed to keep track of different states and how they change at runtime, which is currently done in a manual way. Figure 3 shows how this mapping is done by annotating the code and adding calls to the helper function in it. The code shown here is C/C++ code for the ABS component written on OSE Real-Time Operating System (RTOS), which is a commercial and industrial real-time operating system developed by Enea [13]. OSE offers the concept of direct and asynchronous message passing for communication and synchronization between tasks using send and receive APIs.
As mentioned, the mapping step is currently done manually. While this works fine for systems with a small code base, it has a big impact for the scalability of the general approach. From this perspective, the manual mapping step can be considered a bottleneck in the automation of the whole approach. Therefore, there is a need and big interest in automating the mapping step by finding a solution to map state machine models to code in order to track state changes at runtime.

B. Potentials

So far, it was discussed how having such a mapping mechanism can help to track the runtime behavior of the system with respect to its internal state changes. Information on internal state changes basically provides an insight about execution flow in the system. On the other hand, state machines used in the modeling phase represent the desired and expected behavior of the system. The mapping mechanism enables to compare the actual versus expected behavior and identify violations. Moreover, it also becomes possible to identify at which state and during which transition a violation has occurred. This, in turn, can help with debugging and better pinpointing the root cause of the problem than the case where there is no such mapping; hence identifying the vicinity and localization of potential defects. We have discussed and demonstrated these features in detail in [14], as a method for checking architectural consistency.

Moreover, having the mapping mechanism and being able to track state changes at runtime brings along other interesting testing capabilities. One of such capabilities is to verify timing properties and clock constraints in real-time systems. We have introduced and demonstrated it in [15]. The idea is basically that not only each state change is recorded, but they are also time stamped. This way, it becomes possible to measure the time difference between each pair of states during the actual execution of the system and at runtime. This information is then used to compare the timing behavior of the system versus the timing and clock constraints that are specified in the timed automata models. For example, a clock constraint can be defined in the timed automata model specifying that the system may spend time and remain in a state only for a certain period of time and then it has to make the transition to the next state. Such timing requirements are of great importance in designing real-time systems, but are also hard to actually test at such granularity and level of detail. Timed automata are a formal way of capturing such timing requirements and constraints, which are then used also for analyzing the temporal correctness of the system design. However, despite performing static analysis, at runtime situations may still occur, which lead to the violation of assumptions that have been taken into account for performing the analyses; hence invalidation of the analysis results [16][17]. This further emphasizes the need to be able to actually test a system with respect to its extra-functional properties; and particularly in this case, timing properties which are not as easy and straightforward to perform as functional testing. The approach we have introduced in [15] is one solution towards this purpose, which is based on the state machine mapping mechanism in order to test clock constraints in real-time systems.

C. Related Work & Possible Solutions

There is not much discussion in the literature on establishing a mapping and relationship between state machines and code for the purposes mentioned in this paper. Walkinshaw et al. in [18] discuss the problem of rarely maintaining state machine models during software development by emphasizing and drawing attention to their importance and role in state-based testing techniques. They introduce an approach based on symbolic execution to reverse engineer state transitions from code. However, what we discussed here can be considered as opposite of their approach and with the purpose of tracking state changes at runtime; which their introduced reverse engineering approach does not provide. Moreover, the mapping from the direction of state machine models to code and then runtime tracking of state changes helps to identify situations where the behavior of code deviates from what is.
specified by the model as the correct behavior. In contrast, merely extracting state machine models from the code just creates the model of how the code behaves, which can contain and represent a wrong behavior. What might be possible here is to reverse engineer state machine model of the code and then compare it with a designed state model representing the correct and expected behavior that the system should conform to. In [19], the DiscoTect method and tool are introduced. DiscoTect engines observe and filter system events during execution and at runtime to discover and construct the architecture of the system based on derived states and transitions. The ultimate goal in DiscoTect is to highlight inconsistencies between the implementation and intended architecture by providing the discovered architecture, which can then be compared with intended one. SMAR Tic [20] is also an architecture and method for specification mining which is similar to DiscoTect, particularly that the discovered system specification is derived in the form of a finite state automaton. Other examples of such dynamic analysis techniques that deriving state machine models from actual program executions are ADABU [21] and GK-tail [22]. The latter aims to capture the interplay between data values and component interactions by annotating state machine models with conditions on data values. FSMGen tool which is introduced in [23] utilizes a symbolic execution technique to statically analyze TinyOS program codes in order to derive state machine models of the system. The advantage that static analysis methods have over dynamic ones (e.g., the ones mentioned above) is that dynamic approaches can capture and analyze only particular runs of an application, while applications can generally have an infinite number of execution traces. All these mentioned approaches try to construct state machine models from code. However, as described earlier, in this paper, our focus is on the other direction which is from existing models (used in model-based analysis) to code and establishing mapping between them.

Another approach to enable tracking of state changes at runtime could be to implement or generate the code in the form of a state machine. In other words, the code is originally designed and written in the form of states and transitions; i.e., an implementation and code representation of the state machine. The Windows Workflow Foundation [24] provides tracking APIs, which make it (easily) possible to implement such an approach as demonstrated in [25]. Another example of this approach could be to have a variable to keep the current state and a switch-case structure (in C/C++) to choose execution blocks based on its value. In [26], where we have presented a more complete and extended version of our testing methodology, this approach is used. In other words, the code contains necessary variables to keep track of different states at runtime. A feature of this mapping approach is that if the code is automatically generated from the models, it can be made to insert and include the necessary variables to keep track of states and transitions as part of the code generation process.

Finally, automation of the manual mapping approach that was introduced in previous sections of the paper can serve as another solution. This requires an ‘intelligent’ tool, which goes through the code and tries to identify parts that match a state from the model (e.g., based on the guards, actions, and other information in the state machine model). The accuracy of such a tool needs to be considered carefully. For this reason, it may be made as a semi-automatic tool with user interactions to confirm whenever, for example, several matching points are detected for a state (false positives). A feature of this approach though is that it can be very helpful when there is already some code available (as opposed to the code generation approach discussed above), for instance, in legacy systems.

An advantage of the mapping approach in general is that the instrumentation of the code that is done to achieve the mapping can be done just to test the system and removed afterwards from the final product and before the actual deployment. The impacts of such instrumentation and how it may affect test results, particularly, in real-time systems need to also be taken into account, as we have discussed with more details in [15]. Moreover, it should be investigated if a state change always corresponds to only one location in the code, particularly when the target system is parallel or distributed, e.g., in multicore scenarios. In other words, the mapping in some systems might not always be one-to-one but also one-to-many.

IV. CONCLUSION

In this paper, we discussed the idea of mapping state machine models to code to enable tracking state changes at runtime. Moreover, the advantages and potentials that such a mapping can offer for testing were also presented along with the possible implementation solutions as well as the challenges that exist in implementing it. A manual establishment of mapping between state machines and code is currently being considered as part of a testing methodology for the Volvo’s Brake-By-Wire use-case in the MBAT European project. However, the main challenge is that while such a manual mapping might work for a small system, it will not be scalable for systems with large code bases, and therefore, needs to be automated. In summary, the main goal of this paper has been to highlight the benefits and uses of having the mapping mechanism, discuss its feasibility, and encourage research on methods for automatic establishment of the mapping as well as its further use in testing.
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