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Abstract—Software Defined Radio (SDR) is a recent trend in
communication systems. Its primary goal is to flexibly handle
different technologies using the same hardware platform by
applying different software. To achieve this goal -efficiently,
the resource utilization should be minimized by implementing
algorithms in fixed point arithmetic. This work is focused on
the minimization of resource utilization by reducing the data
width of the mathematical quantities inside the receiver chain.
A design process is proposed to optimize the computational
accuracy. The design process is used to link system performance
and computational accuracy using simulation. The simulation
approach is chosen because of its ability to cope with functional
changes in SDR systems, and to satisfy the short time to market
requirement. To verify the results, a case study is considered
by reducing the resource usage in the SDR platform known
as Universal Serial Radio Peripheral (USRP). The functions
with highest resource utilization are implemented in fixed
point. In addition, the optimized functions within the case
study are implemented using Hardware Description Language
(HDL) on a Field Programmable Gate Array (FPGA), to verify
experimentally the reduction in resource utilization due to the
proposed design process.

Keywords—computational accuracy; finite precision; software defined
radio; signal processing; USRP.

I. INTRODUCTION

Software Defined Radio is a flexible platform that can
provide dynamic reconfiguration using software. In other
words, the same hardware can be used to implement differ-
ent transceiver functions, such as modulation, detection, and
channel estimation. One motivation for the rapid development
of SDR systems, is the need to to add new features to the
radio equipment or to upgrade its functionality. This is needed
by important sectors such as military and public safety [1]. In
these sectors, special purpose radios were the norm rather than
the exception. One radio device is needed for few number of
functions or wave forms, and it is not straightforward to alter
the device functionality.

A SDR system is a generic communication system starting
with user data layer and ending with physical data layer [2].
The generality of a SDR system is due to its ability to re-
configure the system modules without changing the hardware.
This is obtained by adding control to a communication system,
as shown in Figure 1. A SDR system consists of radio front
end, base band processing, control bus, and application. These
modules are combined to map the required data from the appli-
cation into physical signal at arbitrary carrier frequency. The
application is modified during design time and/or execution
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Fig. 1. Software Defined Radio Aspects

time by sending reconfiguration messages through the control
bus. Hence, to modify the functionality of the system, only
the application is updated using software configuration.

In SDR, it is frequently desired to add features to an existing
system. However, there are three considerations while adding
new features, namely execution time, power consumption, and
resource utilization. The main focus of this work is to evaluate
the increase in resource usage due to these added features.
In addition, the increase in the resource usage should be
optimized in order not to affect the system performance. In the
next paragraphs, we are going to describe the related work that
address computational accuracy and their effects on system
performance.

In [3], the main motivation is to reduce the energy con-
sumption, and the complexity requirements to satisfy an em-
bedded system needs. Nguyen et al. use fixed point arithmetic
to present an optimized digital receiver. The merit for this
work is finding an analytical relation between the receiver
performance, and the number of bits needed to satisfy energy
consumption constraints. Using this approach, the minimum
data width can be estimated with negligible performance
degradation compared to floating point arithmetic. However,
to deduce the minimum data width one can not reach closed
form expression for some equations. For SDR systems, it is
impractical to update the performance equations each time the
system functions are modified.

In [4], Novo et al. highlighted the need to implement
complex signal processing algorithms in fixed point. A metric
was developed to compensate for the loss in accuracy due to
the conversion from floating point to fixed point. That metric
is system dependent, and should be dimensioned carefully for
each application.

In [5], the concept of scalable SDR is introduced for
battery powered devices. To achieve the two contradicting
requirements of fast time to market and minimum energy
consumption, a new method is presented to deal with fixed
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point arithmetic. The new method considers the changes in
data format, such as modulation scheme, and number of
antennas, and accordingly data width can be adjusted to save
energy consumption of the battery. However, the savings in
power consumption come at the expense of increased resource
utilization.

The rest of this paper is organized as follows. In Section
II, the problem formulation due to finite precision is high-
lighted. Then, a design process is proposed to discover the
minimum computation cost required that maintains the system
performance in terms of Bit Error Rate (BER). In Section
III, a case study is presented to validate the proposed design
process. In Section IV, computer simulations are developed
to evaluate the system performance. In addition, the case
study is implemented in FPGA to verify the simulation result
experimentally. The paper is concluded in Section V.

II. PROBLEM DESCRIPTION DUE TO FINITE NUMBER
REPRESENTATION

A. Number Representation

The use of fixed point numbers to implement algorithms
has some limitations. Due to the finite resources of machine
number system, there exist many unavoidable issues such as
overflow, underflow, scaling. There also exist some errors such
as round-off error, and quantization error.

Due to these issues, the implementation of algorithms in
fixed point representation can affect system performance con-
siderably. There are two approaches to evaluate the degrada-
tion in system performance, namely analytical, and simulation.
In this work, the simulation based approach is chosen because
it is more adequate to the nature of programmable SDR
systems in terms of supporting new features in short design
cycle, and coping with fast market changes.

We propose a new process to design any new SDR system,
or add features to an existing one. The added value of this
process is the link between system performance and compu-
tational accuracy. A similar method is proposed Mehard et al.
[6] using an analytical approach. The analytical approach was
chosen there because it needed less execution time. However,
obtaining closed form expressions for each application is
not straightforward, and may have to be solved numerically.
Therefore, the increase in problem complexity may outweigh
the decrease in execution time. Moreover, SDR need to be
flexible to changes in system functions. It is impractical
to update the performance equations each time the system
functions are modified.

B. Proposed Design Process

The aim of the design process is to calculate the optimum
data width that can be used without affecting the system
performance. A metric will be used to compare between
system performance using floating point, and fixed point rep-
resentation. The data width is optimized by allocating proper
number of bits to the integer part 7,,; and the fraction part
fwi- The proposed design process is outlined in the flowchart
shown in Figure 2.
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Fig. 2. Flow chart for the proposed data width minimization process

The first step is to determine the utilization of process-
ing power by each system function. This is achieved using
software profiling. For each system function, calculate its
execution time and the number of times it is called. Both are
needed to avoid optimizing one function with high execution
time when it is only called few times. The second step is to
simulate the system performance using double floating point
numbers, which is efficient when a large dynamic range is
required [4]. The dynamic range is defined as the ratio between
largest and lowest signal amplitudes. The performance metric
is chosen to be either BER [6], or Signal to Noise Ratio (SNR)
[3]. In this work, BER is used for comparison because it can be
accurately measured. The third step, is to determine an initial
data width for fixed point simulation as will be discussed in
Subsection II-C. This initial value will be optimized in the
following steps. The fourth step, is to simulate the system and
obtain performance curves using fixed point data width. The
fifth step, is to compare between the BER curves obtained
in steps two and four. By comparing both BER curves, the
required increase in SNR to obtain the same BER value can be
calculated. The required increase in SNR e can be calculated
using (1).

¢ =SNRy, — SNRy, (1)

where SINRy, SN Ry, are the SNR for floating point, and
fixed point, respectively. The value of € is a design parameter,
that is chosen arbitrarily. When the system is desired to have
the same BER value for both fixed point and floating point,
€ is set to 0 dB. For further savings in resource usage, € is
increased. The fifth step proceeds by increasing SN Ry,. If
the difference SNRy, — SN Ry is still smaller than ¢, then
reduce the data width (7., f,;). Otherwise, roll back previous
value of data width and proceed to the end of the process. Note
that the data width is reduced gradually first by reducing the
integer part i,,; by one bit at a time, until its minimum value
is obtained. Afterwards, the fraction part f,,; is reduced by
one bit at a time until its minimum value is obtained.
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Fig. 3. Signal flow graph for receiver chain in generic SDR system

C. Dynamic range estimation

To estimate the initial value of data width a signal flow
graph for the SDR system under development should be
constructed, as shown in Figure 3. In related work [3][5],
the data width and dynamic range are usually estimated for
the system at one point. In this work, it is proposed to
estimate the data width at each block’s output. Afterwards,
the dynamic range can be estimated for both receiver and
transmitter chains. The initial value for data width will be
calculated for receiver chain because it is more complex than
the transmitter in terms of the required number of functions.
Without loss of generality, the same method can be applied
to transmitter chain to calculate its initial data width. For the
receiver chain, the points of interest is highlighted and marked
as P; where 1 < i < N, where N is the number of blocks
with different data width. Next, the initial value of data width
can be estimated by observing each point in the receiver chain.
At point Py, the data width is the precision of the front end
Analog to Digital Converter (ADC), such that

wlp, = Accuracyapc. 2)

At point P, the data is prepared for base band processing
by reducing its sampling rate using the decimation process.
The input stream sampling frequency is reduced by an integer
factor called decimation factor R, even though only the sample
rate is changed, and not the bandwidth of the signal. The input
signal bandwidth must be filtered to avoid aliasing. Therefore,
the decimation process requires an increase in the data width
to maintain proper number of bits per sample. The increase
in data width can be calculated, depending on the decimation
method of choice. One example is the Cascaded Integrated
Comb (CIC) filter. The input signal is fed through one or more
cascaded integrator sections, then a down sampler, followed
by one or more comb sections [7]. The increase in the data
width will be dependent on the differential delay M of the
comb section, and the number of blocks N as in (3), where
Ceil(A) rounds to the nearest integer greater than or equal to

A.

wlps = wlpy + Ceil(N xloga(M * R)). 3)

At point P5, the timing and phase changes relative to
the original transmitted signal are estimated. This includes
correlation operation which is composed of addition, shift,
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and multiplication operations. The multiplication operation
particularly leads to the most significant increase in the input
data width which is proportional to the multiplier n1, and the
multiplicand n2 as shown in (4).

wlps = wlpy + Y (nl+n2 - 1). 4)

At point Py, application specific functions can also increase
the input data width, and may alter the numerical stability due
to the use of fixed point such as channel equalization. The
data width for this block must maintain numerical stability
of the SDR system. In case of channel equalization, the data
width should result in quantization noise power that will not
alter the computation of the Mean Square Error (MSE) of
the equalization algorithm [8]. To illustrate how to maintain
numerical stability of equalization algorithm, one channel
equalization algorithm, namely the Recursive Least Squares
(RLS) is considered.

To maintain numerical stability of RLS, data width should
be increased as shown in Figure 4. A family of MSE curves
is obtained for different data widths ranging from (i,,; = 8,
fwr = 14) bits, to (i = 16, f,; = 14) bits. This
family of curves can be used to conclude that the minimum
value is i,; = 12, because it keeps MSE decreasing as
the time samples advance. To obtain the minimum value
for fractional part f,; = 14, a similar family of curves is
developed but with fixed integer part, and variable fractional
part. Note that stabilizing the algorithm will increase the
data width. Therefore, fast fixed order filters can be used to
reduce the data width [8]. To choose an equalizer algorithm
with lowest resource utilization, a fair comparison between
different equalizer algorithms was proposed in [9]. Yassin and
Tawfik proposed to weight the resource usage of equalizers by
mapping the algorithm in terms of mathematical operations.
This fair choice will compensate for the increase in data width.
The data width for this block can be calculated as in (5), where
0 is the required increase in the data width to maintain the
numerical stability.

wlp4 = wlp3 + 4. (®)]

The value wlp, can be used initially for the design process.
To validate the design process, a case study will be considered
in Section III.
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III. CASE STUDY: OPEN BTS RECEIVER CHAIN

The case study is part of the Open Base Transceiver Station
(OpenBTS) project [10], which is based on ETTUS research
platform named Universal Serial Radio Peripheral (USRP).
This platform provides a cheap alternative to standard BTS
[10], [11]. Hence, rural communities can enjoy cheap and basic
telecommunication services using Global System for Mobile
communications (GSM).

The first step, is to perform software profiling for the
OpenBTS system as shown in Figure 5. The function identities
of the OpenBTS system appear on the x axis, while the y axis
shows both the percentage of processor execution time, and
the normalized number of calls of each function. As previously
mentioned, only those functions with high execution time and
high calling frequency should be optimized. It can be observed
from Figure 5 that the functions with identities (8, 9, and
12) have the highest utilization. These functions are grouped
into one large function named “Analyze Traffic Burst”. The
purpose of the function is to calculate important parameters
of the receiver, namely Time of Arrival (ToA), Valley Power
(VP), and channel estimation coefficients. ToA, and VP are
used for synchronization between mobile station and base
station. The second step, is to simulate system performance
using double floating point representation. The results of this
step will be detailed in Section IV.

The third step, is to calculate an initial data width for
simulation. A block diagram is constructed for the “Analyze
Traffic Burst” function as shown in Figure 6. At P1, the
accuracy of the ADC component in USRP is 12 bits. Then the
input data width equals the ADC accuracy wilp; = 12. At P2,
decimation is implemented using CIC filter with N = 4 stages
and a variable decimation rate loga(M X R) = 7 resulting in
wlpy = (12 + 28). However, the original OpenBTS design
chooses to truncate this value to be wlpy = (12 + 12) to
save resource usage. This truncation will not affect the design
process, the truncation can be ignored and same results will
be obtained. At P3, the data width will be doubled due to the
multiplication in the correlation function resulting in a data
width of wips = (24 + 24 — 1). At P4, the peak detection
is divided into two sub blocks, namely Coordinate Rotation
Digital Computer (CORDIC) and interpolation. The basic
operation is to rotate the z-y axes of the input data to eliminate
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Fig. 6. Signal flow graph for the block under test “Analyze Traffic Burst”

the y component. Hence, the magnitude of the input vector is
stored in the x component only. This will in turn reduce the
required resources. On the contrary, the interpolation operation
contains multiplications. Therefore, the data width will be
proportional to the width of the multiplier and multiplicand.
The multiplier is the output of the previous stage, while the
multiplicand is a SINC function that is read from memory
element. A SINC function has maximum integer value of 1.
Hence, it can be represented with minimum accuracy, and
it is chosen to be the same as wlps = 24. Now, the data
width of multiplier equals wlps = 47, and the data width of
multiplicand is 24. Therefore, the initial value for data width
in the simulation will be wilp, = (47 + 24) = 71 bits.

The initial value will be optimized by repeating steps four
and five until the performance condition is violated. This will
be discussed in the following section.

IV. SIMULATION RESULTS

The results obtained in Section III are validated by de-
veloping a simulation model using Mathworks tool Simulink
Matlab v7.12 [12]. The model consists of transmitter, channel,
and receiver. The transmitter consists of random data source
generator, GSM burst formatter, and digital up converter. The
channel is a Rayleigh fading channel, with variable fractional
delay, and Additive White Gaussian Noise (AWGN). This
channel model [14] can be used to simulate the system for the
cases of typical urban, and rural areas. The receiver consists of
digital down conversion, timing and phase alignment, channel
equalization, burst deformatter, and bit error rate calculator.

The simulation is used to calculate BER curve for different
values of SNR as shown in Figure 7. The graph with solid line
and ‘o’ marker is calculated when all variables are represented
in floating point. The design process starts with ¢ = 0.2dB to
obtain system performance similar to the case of floating point
arithmetic. This results in a minimum data width (i,,; = 62,
fwi = 4) bits, which is shown in the curve with the solid
line and ‘x” marker. It can be observed that for the same BER
value, the SNR difference between the two curves is less than
1 dB. This was expected because € is small. If the system
performance is relaxed to reduce resource utilization, the same
process can be run again with e = 2 dB, resulting in data
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TABLE I
FPGA RESOURCE UTILIZATION FOR THE CASE STUDY
Unit Tyl = D2 Ty = 62
Used Available % Used Available %
Slices 7538 23872 31 9548 23872 40
Flip Flops | 9273 47744 19 | 15278 47744 32
4-LUTs 14074 47744 29 | 18620 47744 39
BRAMs 7 126 5 7 126 5
GCLKs 2 24 8 2 24 8
DSP438s 57 126 45 57 126 45

width of (i, = 52, f,y = 2) bits. It should be mentioned that
the advantage of using fixed point is two fold. First, because
the data width can be minimized at different points of the
receiver chain. Second, all fixed point mathematical operators
will consume less resources than floating point operators [13].

To validate the results experimentally, a simulation is run
on the design after mapping to physical FPGA cells. This
is called timing simulation. Xilinx’s design tools v14.1 are
used, namely ISE, and ISIM. The USRP is equipped with
Xilinx’s FPGA named Spartan 3A-DSP 3400. The resource
utilization due to the mapped design is reported in Table I.
When the design is implemented using floating point arith-
metic, the synthesis operation fails to map the design into the
FPGA. This is expected because a floating point multiplier
can consume one, or few FPGA units [9][15]. After applying
the design process, the design can fit the into the FPGA with
resource usage that is found to be less that 50%. The DSP48
blocks have relatively high utilization 45%, because they are
required to implement multiplication operation without using
the logic slices of FPGA. Note that, the multipliers have 36
bits operands, and hence they can be used for both cases of
(iw; = 62, fui = 4) and (i, = 52, fu; = 2), with the same
resource utilization. Finally, the experimental results verify the
validity of the proposed design process.
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V. CONCLUSION

SDR has a desirable nature of adding new features by recon-
figuration. However, this will increase the resource usage and
may affect system performance. One solution is to implement
algorithms in fixed point number representation. In this work,
a new design process is proposed to link between system
performance and computational accuracy using simulation. To
validate the proposed process, a case study of the OpenBTS
project is considered. It was not possible to implement the
case study into FPGA without applying the proposed process,
while maintaining system performance. Moreover, the system
performance was relaxed to obtain more savings in resource
usage. Finally, the results were verified experimentally using
FPGA implementation. It was shown that the utilization of
FPGA did not exceed 50 % of the available resources .
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