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Abstract—It is important to detect an odor in the human living  reform the data. The first method (Method 1) is to reverse
space and artificial electronic noses have been developed. Thisthe data belonging to an insensible group with respect to
paper considers an array sensing system of odors and adopts apqrisontal axis and enlarge the negative data. The second

layered neural network for classification. We use all measurement . .
data obtained from fourteen metal oxide semiconductor gas method (Method 2) is to rank the negative data of the method

(MOG) sensors. Some sensors are not sensitive while others arel and according to the ranking we assign some weights. The
sensitive. In order to classify odors, we use data from all fourteen third one (Method 3) is to add more information about the

sensors even if some of them are not sensitive so much. We willtransient property of odor data in addition to a maximum value.

propose three methods to use the data by insensitive Sensorsgingy - simulation results for odor data are discussed to see
to find the features of odors. Then, applying those features to a the effecti f th d method
layered neural network, we will compare the classification results. € eliectiveness of the propose ethods.

Il. HUMAN OLFACTORY PROCESSES
Keywordsodor classification; odor sensors; neural networks;

layered neural network: features of odor. Although the human olfactory system is not fully under-

stood by physicians, the main components of the anatomy
of human olfactory system are the olfactory epithelium, the
olfactory bulb, the olfactory cortex, and the higher brain or

Recently, much research has been done about the recogaiebral cortex as shown in Fig. 1. The process of the human
tion and classification of odors [1],[2],[3],[4]. It is importantolfactory system is shown in Fig. 2.
for human beings to obtain high quality information on odor, The first process of human olfactory system is to breathe or
since it is one of our five senses. We have used these figesniff the odor into the nose as shown in Step 1 of Fig. 2.
senses to enjoy comfortable human life with communicatiorhe difference between the normal breath and the sniffing is
and mutual understanding. Artificial odor sensing and clage quantity of odorous molecules that flows into the upper
sification systems through electronic technology are callggrt of the nose. In case of sniffing, most air is flown through
an electronic nose and they have been developed accordiignose to the lung and about 20% of air is flown to the upper
to various odor sensing systems and several classificatigart of the nose and detected by the olfactory receptors.
methods [1],[2]. In case of sniffing, the most air flow directly to the upper

We have developed electronic nose systems to classify {@t of the nose interacts with the olfactory receptors. The
various odors under different densities based on a layergdorous molecules are dissolved at a mucous layer before
neural network and a competitive neural network of thteracting with olfactory receptors in the olfactory epithelium
learning vector quantization method [5], [6],[7],[8]. as shown in Step 2 of Fig. 2.

From our experience, it is difficult to achieve the perfect The concentration of odorous molecules must be over the
classification even if we use many MOG sensors [9] singecognition threshold. After that, the chemical reaction in
some of them are insensitive for some odors. This mea@ach olfactory receptor produces an electrical stimulus. The
that some sensors are actively sensitive and effective flectrical signals from all olfactory receptors are transported
classification. But insensitive sensors may become sensitigeolfactory bulb as shown in Step 3 of Fig. 2.
for other odors and we cannot take away those sensors evefihe input data from olfactory bulbs are transformed to be
if they are insensitive for an odor since they could be useftie olfactory information to the olfactory cortex as shown
for the classification of other odors. in Step 4 of Fig. 2. Then the olfactory cortex distributes

To solve the dilemma, we use all sensors regardless thé information to other parts of the brain and human can
sensitive or insensitive sensors. We extract the featuresrefognize odors precisely as shown in Step 5 of Fig. 2. The
odors by processing all sensors by reforming the data susther parts of the brain that link to the olfactory cortex will
that insensitive data become useful. In this paper, we propasmtrol the reaction of the other organ against the reaction of
three methods to extract the feature vectors by processing that odor. When humans detect bad odors, they will suddenly
insensitive data. expel those odors from the nose and try to avoid breathing

After brief survey of the electronic nose and its measuréiem directly without any protection. This is a part of the
ment and classification methods, we propose three methodseaction from the higher brain.

I. INTRODUCTION
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Finally, the cleaning process of the nose is to breathe Step 1. Sniff to bring odorous molecules to the nose
fresh air in order to dilute the odorous molecules until thos l

concentrations are lower than the detecting threshold as shown

in Step 6 of Fig. 2. The time to dilute the odor depends or Step 2. Odorous molecules are dissolved and detected by

the persistence qualification of the tested odor.

the olfactory receptors

A

Step 3. Signals from olfactory receptors are transported to
olfactory bulb
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Fig. 2. Process of olfactory system.
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Fig. 3. Main parts of electronic nose systems.
Fig. 1. Olfactory system:EMBO reports (2007).

carrier gas such as air, oxygen, nitrogen, and so on, is provided
as a carrier gas at the inlet port to flow the vapor of the
The electronic nose system is an alternative method tested odor through the electronic nose unit via the outlet
analyze odor by imitating the human olfactory system. In thjgort. The mechanism to control the air flow of an electronic
section, the concept of an electronic nose is explained. Thepse may contain various different parts such as a mass flow
various sensors for odors applied as the olfactory receptors apatroller to control the pressure of the carrier gas, a solenoid
explained. Finally, the mechanism of a simple electronic nosalve to control the flow of inlet and outlet ports, a pump to
that will be developed in this paper is described in detail uck the tested odor from the sampling bag in case that the
comparing the function of each part with the human olfactotgsted odor is provided from outside, a mechanism to control
process. humidity, and so on. Most commercial electronic noses contain
The mechanism of electronic nose systems can be divideamplicated odor delivering systems and this makes the price
into four main parts as shown in Fig. 3. of the electronic noses become expensive.
. The static system is the easiest way to deliver odorous
A. Odor delivery system molecules to the electronic nose unit. The electronic nose
The first process of the human olfactory system is to snifinit is put into a closed loop container. Then an odor sample
the odorous molecule into the nose. Thus, the first part of tleeinjected directly to the container by a syringe. It is also
electronic nose system is the mechanism to bring the odorqessible to design an automatic injection system. However,
molecules into the electronic nose system. There are thtbe rate to inject the test odors must be controlled to obtain
main methods to deliver the odor to the electronic nose uréigcurate results. Normally, this method is applied for the
sample flow, static system, and pre-concentration system. calibration process of the electronic nose. But, in this case, the
The sample flow system is the most popular method tuantity of the odor may not be enough to make the sensor
deliver odorous molecule to the electronic nose unit. Someach the saturation stage, that is, the stage that sensor adsorbs

IIl. ELECTRONIC NOSE SYSTEM
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the odor fully. MOG sensor is applied in many kinds of electrical appliances
The pre-concentration system is used in case of the tesgesth as a microwave oven to detect the food burning, an
odor that has a low concentration and it is necessary afcohol breathe checker to check the drunkenness, an air
accumulate the vapor of the tested odor before being deliveraatifier to check the air quality, and so on.
to the electronic nose unit. The pre-concentrator must containGenerally, it is designed to detect some specific odor in
some adsorbent material such as silica and the tested oelectrical appliances such as an air purifier, a breath alcohol
is continuously accumulated into the pre-concentrator fohecker, and so on. Each type of MOG sensors has its
specific time units. Then the pre-concentrator is heated dwn characteristics in the response to different gases. When
desorb the odorous molecule from the adsorbent material. Tdmmbining many MOG sensors together, the ability to detect
carrier gas is flown through the pre-concentrator to bring tleeodor is increased.
desorbed odorous molecules to the electronic nose unit. By
. ) TABLE |
using this method, some weak odors can be detected by thR orMOG sensors FROM THEFIS INC. USED IN THIS EXPERIMENT
sensor array in the electronic nose unit.

Sensor No.  Model number  Main Detecting Gas

B. Odor sensor array 1 TGS2600 Tobacco, Cooking odor
.2 TGS2602 Hydrogen sulfide, VOC, Ammonia

The second process of the human olfactory system is tQ TGS2610 Liquefied petroleum gas, Butane
measure various odors corresponding to various receptors m TGS2611 Methane
the human olfactory system. In order to realize many receptors TGS2620 Alcohol, Organic solvent

e . . , TGS826 Ammonia, Amine compound
artificially, we gdopted two types _of sensors. One is MOG t;_/pe&9 TGS816 Methane, Liquefied petroleum gas, Butane
and the other is QCM type. The idea of the present paper is too TGS821 Hydrogen
use many sensors which are allocated in an array structure fé% %gggg Efedon gas i

. . rogen sultiae

each type of MOG and QCM types. This structure is adopteci3 TGS80 Fﬁgonggas
based on the human olfactory system. As we will explain in14 TGS822 Alcohol, Organic solvent
what follows, the odor sensors are not so small and a rather
wide space is required to measure odors. In order to classify the odors we adopt a three-layered neural
C. Data recording network based on the error back-propagation method.

The data recording is corresponding to temporal memory for V. EXPERIMENTAL DATA

the human olfactory system. In the latter case, after IearningWe have carried out two experiments, Experiment | and
odors we could identify an odor suddenly, we store sensiggeriment 11, as shown in Table Il where variation means
data of odors in a computer. To read and write the data, Wgctyation level for each species. In Experiment I, we have
design an efficient data base structure. measured the odors for the same kind of coffees produced
D. Data processing in the different countries such as Colombia, Guatemala, and
. . . Ethiopia and the odors of two kinds of blend coffees such
Using the data base of odors, we must apply an mtelhgenE blgnd coffee 1 and blend coffee 2. In Experiment I, six

signal processing technique to recognize odors correctly.
. : 7. times of odors measurements have been repeated for each
pre-process the odor data for noise reduction, normalization,

. corfee. Thus, the total number of features of odors are thirty
feature extraction, and so on. Then we use layered neu¥ar five kinds of coffees. In Experiment Il, we have measured
networks and competitive networks for odor classificatioly. . P '

since learning ability and robustness are important in od ldors of three kinds of teas, coffee, and cocoa as shown in

classification. The most difficult and important process in thee""gLe s”.e::?es);?segcr)nneengnl Iéyzr?ri\éitrﬂe?riﬂsedt;; ﬂrl?nii;;):)f
odor classification is to find excellent features which are robﬁ P P ) ’

. . - . e features in Experiemnt Il is also thirty as in Experiment .
for environment like temperature, humidity, and density leve . o .
of odors. e experimental conditions for both Experinet | and Il are

summarized in Table Il
IV. PRINCIPLE OFODOR SENSING TABLE ||

Nowadays, there are many kinds of sensors that can measure EXPERIMENT IAND ||
odorous molecules. However, only a few kinds of them have __ _
. e . ] No. Variation  Species
been successfully applied as artificial olfactory receptors in —

’ - large Three districts cofee (Colombia, Guatemala,
commercial electronic noses. Among them, we use MOG Ethiopia), Two blend coffees
sensors which will be explained in what follows. Il small Tea, Green Tea, Oolong tea,

Coffee, Cocoa

A. Principle of MOG sensors

MOG sensors are the most widely used sensors for makingrhe neural network is a layered type based on the error
an array of artificial olfactory receptors in electronic noskack-propagation method. The number of neurons for this
systems. These sensors are commercially available as e¢lperiment are fourteen in the input layer, thirty in the hidden
chemical sensor for detecting some specific odors. Generallyager, and three in the output layer, that is, 14-30-3 structure.
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TABLE Il
ENVIRONMENTAL DATA FOR EXPERIMENT IAND II ¢ /r Sensors
—1
Subject Units 8 il /] —_
Gas flow 1[I7min] / / .
Temperature of gas 35[°C] = 2 A 4 5
Odor measurement time ~ 12[min] g (/ / / / \ / 1 / l :‘:
Dry air flow time 7[min] é'ﬁ U// f U//J{Uﬂ\jﬁk' —a
5} —89
E i \ \y —10
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The reason why three neurons in the output layer is that three Ciiaas e s amnnnu

. . . . No. of sensors
bits can represent eight neumerals where in Experimet | and

Experiment Il, we use five pattern for classification.

We have separated the six measurement data for each odor
into three training data and three test data. The combination
of the data issC5=20 for each odor and total number of the
test data become32 x 10°. Among them we have selected
six thousand data for the evaluation. In Fig. 4 and Fig 5, we

show the sample paths of blend coffee 2 of Experiment | and!n What follows, we will propose three methods to use the
Tea of Experiment 11, respectively. data in order to improve the classification rate.

Fig. 6. Feature vectors for coffees in Experiment I.

VI. THREE METHODS FOR IMPROVING THE
CLASSIFICATION RESULTS

We select the maximum value of each sample path asaa Method 1

featurgz of an odor for a ;ensor. The reason t'o use the MaxiMUe ,rons become sensitive near thresholds since the deriva-
value is that the odor will be accumulated in the sensor for, Re of the sigmoid function becomes maximum at the thresh-

while in the beginning and then, the molecule will be OXIdIZe‘ﬁjld value. In other words, the outputs of the neurons become

which means that the resistance of the sensor becomes Iowi%%%nsitive when the absolute value of the net input becomes
Thus, the maximum value reflects steady state of the od

In the experiments, we have used fourteen sensors. Thus gérgv large. Thus,. It is preferable to move the net input to

each odor, we havé a vector of fourteen dimensions. In Figi ome some reglons such as [-5,5]. Thus, we propose Method

we show ihe feature vectors for three coffees of C.Zolomb'1 stated as follows. F|r_st, we r_n_ake two groups fqr t.h © fea'Fgre

. . Gectors such that one is sensitive and the other is insensitive.

Guatemala, and blend 2 in Experinet I. In Experiment I, lower ranking group (G1) is sensors 1, 2, 5,
The classification results using the data measured by usigg7, and 14 and higher ranking group (G2) is sensors 3, 4, 8,

fourteen sensors for Experinets | and Experiment 2 are givgni1, 12, 13.

by Table IV and Table V, respectively. Then, reverse the sign of values in G1 (cf. Fig 7) and scale
We notice that these experimental results are not so gotite values with negative sign such that the maximum among

Paticularly, in Experiment | it is necessary to improve th&2 is equal to the absolute value of the smallest value of G1

classification results. In this case, from Fig. 6 we can see thst linearly interpolation (cf. Fig 8) .

there are two groups for the feature vectors. One is sensitive

for odors and the other is insensitive among fourteen sensdts, Method 2

Thus, if we could use the data of insensitive sensors, we couldThis method is a ranking of the measurement data. First,

expect to improve the classification results since there exsgfparate the data into two groups, G1 and G2 as Method 1 and

differences of features between odors even if the fluctuatioeverse the sign of values in G1. Then, arrange in decreasing

levels are not large. order of absolute value and assign the value 1.4 for the first
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TABLE IV .
CLASSIFICATION RESULTS FOREXPERIMENT I. HERE, A IS COLOMBIA
COFFEE B IS GUATEMALA COFFEE, C IS ETHIOPIA COFFEE D IS
BLENDED COFFEEL, AND E IS BLENDED COFFEE2. _
> .
Classification results(60.4%) o B Colombia
Odor data A B C D E [ Total | Correct £ W Guatemala
A 4686 0 0 0 | 1314 | 6000 | 78.1% : B Blended
B 1022 | 121 0 0 | 4857 | 6000 2.0% 2
[} 1387 0 | 4067 546 0 | 6000 | 67.8% %
D 956 | 499 2 | 3765 | 1678 | 6000 | 62.8% = AR
E 522 0 0 0 | 5478 | 6000 | 91.3%
=1
No. of sensors
TABLE V
CLASSIFICATION RESULTS FOREXPERIMENT Il. HERE, A ISTEA, B IS Fig. 7. Feat ; f the si d . fE . t
GREEN TEAS C IS OOLONG TEA D IS COFFEE AND E IS COCOA ig. 7. Feature vectors of the sign reversed version of Experiment I.
Classification results(74.3%)
Odor data A B C D E | Total | Correct
A 4525 100 513 0 862 | 6000 | 75.4%
B 101 | 3967 0 0 | 1932 | 6000 | 66.1%
C 983 423 | 3959 635 0 | 6000 | 65.8% B Colombia
D 0 283 0 | 5717 0 | 6000 | 95.3 % B Guatemala
E 629 | 1234 2 0 | 4135 | 6000 | 68.9 % =
Blended

m o1z 13

Maximum voltage [v]

sensor, 1.3 for the second sensor, etc. in order of decreasing
absolute vale. After that, scale the value in G2 in the same way
by assigning values from 1.7, 1.4, 1.3, 1.1, 0.9, 0.3, 0.3. The No- of sensors

scaled values were determined by trial and error according to

the rule that G2 is more important than G1 values (cs. Fig g:ig. 8. Feature vectors of linearly interporated version of Experiment I.

C. Method 3
by trial and error. Method 3 is rather stable and the result is

Th'stm?thog dl,{[,ses tadtiltlonal '|nformat||on about tht?\ traInS|e t so bad. Therefore, Method 1 is most preferable to improve
property. In addition to the maximum value we use the slop @t |- ssification results.

the transient slope (cf. Fig. 4). In this case, we must change the

number of neurons in the input layer and the neural network TABLE VI
becomes 28-30-2. CLASSIFICATION RESULTS BYMETHOD 1 FOR EXPERIMENT .
; ; ; Classification results (91.0%)

Usmg those methoc_is, we have simulated Expe_nment I aw% dor data—= 5 - 5 e
Experiment 1l. The S|mulat|pn results for Experiment | b A E955 | 23 1 1T 20 | 6000 | 99.2%
three methods are shown in Table VI, Table VI, and Td- B 51 | 4793 0| 214 | 942 6000 | 79.9%
ble VIII, respectively. From these results, we can see Method g g 44% 59925 455% 100% 2888 gg-gzﬁ)

. e 0 r 9%
1_could improve the classification results by 31% compared = o o o o 6000 T 6000 T 100%
with the result of Table IV.
Among three proposed methods, Method 1 is the best,
Method 2 is medium, and Method 3 is the worst for Experi-
ment |. This means that the slope information is not so much TABLE VI

. . . . . CLASSIFICATION RESULTS BYMETHOD 2 FOR EXPERIMENT .

efficient to improve the classification results for Experiment N
. . L .. Classification results (87.9%)

The reason is that from Fig. 4 it is so sensitive to calculateggor data A B c 5) E T Total T Correct
the slopes from the data and rough estimated values of the A 5949 | 51 0 0 0 | 6000 | 99.2%
slope results in worse classification results. As for Method g 1232 4445’ 43543 ﬁgg g gggg ;‘Z‘éz;"

. e . . A . 0
by trial and error_the_ classification resu_lts may be improved—g 0 T390 0 5610 0T 6000 935%
more. But such trial is not so welcome in computation. E 0 0 0 0 | 6000 | 6000 | 100%

The simulation results for Experiment Il by three methods

are shown in Table IX, Table X, and Table XI, respectively.
From these results, we can see Method 1 could improve the
PP 0 : VIlI. CONCLUSIONS
classification results by 11% compared with the result of
Table V. In this paper, a new approach to odor classification has

Among three proposed methods, Method 1 is the bebeen presented and discussed by using MOG sensors. After
Method 3 is medium, and Method 2 is the worst for Expersurveying the odor sensing and classification methods, we have
ment Il. This means that Method 2 is sensitive to the meth@xamined two examples, Experiment | and Experiment Il to

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-246-2 158



ICONS 2013 : The Eighth International Conference on Systems

TABLE X
CLASSIFICATION RESULTS BYMETHOD 2 FOR EXPERIMENT II.
Classification results (59.7%)
= B Colombia Odor data A B C D E [ Total | Correct
§ B Guatemala A 5178 [ 754 9 0 59 [ 6000 [ 86.3%
§ B Blended B 952 [ 3253 0 0 | 1795 | 6000 | 54.2%
I C 504 | 1166 | 556 [ 532 | 3242 | 6000 | 9.3%
g D 0 347 | 469 | 5184 0 | 6000 | 86.4%
};é E 601 | 1644 0 9 | 3746 | 6000 | 62.4%
-2
TABLE XI

No. of sensors CLASSIFICATION RESULTS BYMETHOD 3 FOR EXPERIMENT II.

Classification results (75.9%)
Fig. 9. Feature vectors of ranked version of Experiment I. Odor data A B C D E [ Total [ Correct

A 4559 0 | 1276 93 72 | 6000 | 76.0%
B 1101 | 4198 0 597 | 104 | 6000 | 70.0%
C 743 0 | 3686 | 1571 0 | 6000 | 61.4%

% B Colombia D 0 15 242 | 5743 0 | 6000 | 95.7%

2 B Guatemala E 71 644 15 | 706 | 4564 | 6000 | 76.1%

° B Blended

£
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TABLE VI
CLASSIFICATION RESULTS BYMETHOD 3 FOR EXPERIMENT .

Classification results (78.1%)
Odor data A B C D E | Total | Correct
A 4182 1 0 0 | 1817 | 6000 | 69.7%
B 2 | 5337 1 642 18 | 6000 | 89.0%
C 404 | 308 | 4344 | 944 0 | 6000 | 72.4%
D 23 | 1146 | 190 | 4457 | 184 | 6000 | 74.3%
E 881 0 0 0 | 5119 | 6000 | 85.3%
TABLE IX

CLASSIFICATION RESULTS BYMETHOD 1 FOREXPERIMENT II.

Classification results (85.6%)
Odor data A B C D E | Total | Correct
A 4902 0 | 1098 0 9 | 6000 | 81.7%
B 81 | 5768 0 9 142 | 6000 | 96.1%
C 324 5| 5421 | 248 2 | 6000 | 90.4%
D 0 0 450 | 5550 0 | 6000 | 92.5%
E 1031 94 588 260 | 4027 | 6000 | 67.1%
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