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Abstract—Many types of mobile ad hoc networks such as
vehicular ad hoc networks have been proposed for various
application. In heterogeneous mobile ad hoc network environment
that consists of many types of mobile ad hoc networks, each
network uses a routing protocol suitable for the characteristics
such as topology change frequency and data traffic. In such a
network environment, nodes between different networks cannot
communicate with each other because each network uses a
different routing protocol. In this paper, we propose a new inter-
domain routing protocol based on the autonomous clustering
according to the network topology change in heterogeneous
mobile ad hoc network environment and evaluate the effectiveness
of the proposed scheme through simulation experiments.
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I. INTRODUCTION

There are many types of mobile ad hoc networks [1]
such as vehicular ad hoc networks. Since the characteristics
such as the topology change frequency and data traffic are
different between networks, routing protocols that considered
the characteristic of each network have been proposed for
mobile ad hoc networks. Each network selects a suitable
routing protocol from many routing protocols and uses it to
enhance the network performance. As a result, in case that
some mobile ad hoc networks exist in a region, it is possible
that each network uses a different routing protocol. In such
a heterogeneous mobile ad hoc network environment, there is
no interoperability between networks and each network cannot
communicate with each other so that each node cannot obtain
much information and services even if much information
and many services might exist in all networks. So far for
inter-domain routing protocol in heterogeneous mobile ad
hoc network environment, Cluster-based Inter-Domain Routing
(CIDR)[2] and Inter-Domain Routing for MANETSs (IDRM)[3]
have been proposed. However, intra-routing protocol in each
network is specified and it is difficult to select the routing
protocol suitable for each network environment.

Therefore, this paper proposes an inter-domain routing
protocol based on autonomous clustering to provide the com-
munication between any two nodes in different networks
for heterogeneous mobile ad hoc networks. In heterogeneous
MANET environment, the network gateway nodes (shortly,
NwGW nodes) are required to communicate between two
different networks. In [4] and [5], we have proposed the
two schemes to realize a new inter-domain routing protocol
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based on the autonomous clustering that we propose in this
paper. In [4], we proposed the scheme to convert the control
packet for providing the interoperability between two different
network as ATR (Ad hoc Traversal Routing) and evaluate
it in the environment where a specified number of nodes in
the network is NwGW nodes. Next, in [5], we proposed the
scheme to dynamically select the NwGW nodes between two
different networks according to the network topology change.
In this paper, we propose a route creation and maintenance
scheme for the inter-domain routing protocol in heterogeneous
MANET environment where the network topology change
occurs frequently, and then evaluate it to show the effectiveness
through simulation experiments.

The rest of the paper is organized as follows. In Section
II, we describe requirements about our proposed scheme. In
Section III, we introduce the proposed scheme itself. In Section
IV, the experiments will be illustrated and the results will be
discussed in the end.

II. REQUIREMENTS

In order to implement the proposed scheme, the mech-
anisms of ATR [4] and autonomous clustering [6], [7] in
each node are required as a common platform. Each node
has the routing protocol specified by the network on the
common platform. In the heterogeneous mobile ad hoc network
environment where some networks exist, each network is
divided into multiple clusters and the nodes in the cluster
is managed by the autonomous clustering. In the proposed
inter-domain routing protocol, each cluster in the networks
autonomously and dynamically selects one or more NwGW
nodes from the nodes in the cluster, and then the source and the
destination node in different networks can communicate with
each other through NwGW nodes. In this time, the nodes which
become NwGW nodes can forward any packets to nodes of the
different network by using the mechanism of ATR so that the
interoperability between different networks can be provided.

ATR [4] is the scheme to provide the interoperability
between different networks in the heterogeneous mobile ad
hoc network environment. Both any routing protocol and ATR
work on each node. Each node converts from control packets
which are used as the routing protocol in the network to control
packets of ATR format, and forwards them to the neighboring
node with ATR in the different network. The node with ATR
that received the control packets of ATR format converts from
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them to the control packets of a routing protocol used in the
different network, and then forwards them in the different
network. As a result, a node in a network can communicate
with another node in a different network through nodes with
ATR.

We explain ATR using an example as shown in Figure
1. Given that there are two networks, which are Network 1
and Network 2, and nodes A and B belong to Network 1 and
nodes C and D belong to Network 2. When node A wants to
communicate with node D, the route between nodes B and C
cannot be created because the routing protocols are different.
However, in this example, ATR works on nodes B and C so that
nodes between Network 1 and Network 2 can communicate
with each other through nodes B and C. Node B that receives
a control packet of routing protocol A from node A converts
from the control packet to a control packet of ATR, and then
forwards it to node C. Node C that receives the control packet
of ATR converts from the control packet to the corresponding
control packet of routing protocol B, and then forwards it to
node D. As a result, the route between nodes A and D can be
created through nodes B and C.

A. Autonomous Clustering
Outline

Autonomous clustering [6], [7] is the scheme to divide
the network into multiple clusters and manage nodes hier-
archically. Each cluster consists of one cluster head, one or
more gateways and cluster members. The cluster head manages
nodes in each cluster and the cluster ID is assigned to the node
ID of the cluster head. The gateway is neighbor to the nodes in
the neighboring clusters. The packets are forwarded between
clusters through gateways. In the autonomous clustering, the
number of nodes in each cluster (that is, cluster size) is
adjusted between the upper bound and lower bound given in
advance.

Node State and State Transition

In mobile ad hoc network environment, nodes are always
moving around the network so that the network topology is
changed frequently. In the autonomous clustering, each node
autonomously changes the state according to the situation of
neighboring nodes to maintain the cluster. In the autonomous
clustering, there are five states: CN, BN, BCN, NSN, and ON,
and each node becomes one state of them and has a role in
the cluster.

e (N (Control Node): This node works as a cluster head.

e BN (Border Node): This node works as a gateway.
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Figure 2: Protocol design of the proposed inter-domain routing.

e BCN (Border and Control Node): This node works as
both a cluster head and gateway.

e NSN (Normal State Node): The node is a cluster
member and does not work as a cluster head and
gateway.

e  ON (Orphan Node): This node does not belong to any
clusters. In the initial state, a node becomes this state.

Cluster Configuration and Maintenance

The cluster head periodically broadcasts a control packet
called MEP (MEmber Packet) within the cluster, and then
cluster members that received the MEP sends MAP (Member
Acknowledgment Packet) back to the cluster head. The cluster
head can collect the information on cluster members and
construct the cluster head-based tree in the cluster by these
procedures.

The MEP includes the cluster ID and the node ID of
the cluster head. The node that received MEPs stores the
information and broadcasts it again. Each node receives MEPs
from the neighboring node including the parent node and
nodes of different clusters. Based on the received MEPs from
the neighboring nodes, each node autonomously decides and
changes its own state and cluster ID. For instance, if the cluster
ID included in the received MEP is different from its own
cluster ID, the node becomes gateway.

The nodes in the cluster that received the MEP sends a
control packet MAP back to the cluster head as a reply. The
MAP includes the cluster ID of the neighboring cluster, the
node ID of gateways and the cluster ID of the neighboring
cluster to which each gateway is neighbor, and the number
of nodes in each neighboring cluster. The cluster head that
receives MAPs from the cluster members manages the cluster
by recognizing the number of nodes and the state of each node
in the cluster as well as those in the neighboring clusters.

In order for the cluster head to maintain the number of
nodes in the cluster between the upper bound and lower bound,
the cluster head does the following procedures: it merges its
own cluster with one of the neighboring clusters if the number
of nodes is less than the lower bound and it divides the cluster
into two clusters if the number of nodes is more than the upper
bound.

III. AN INTER-DOMAIN ROUTING BASED ON
AUTONOMOUS CLUSTERING
A. Protocol Design

Figure 2 shows the protocol design of the proposed inter-
domain routing protocol. In the proposed scheme, the au-
tonomous clustering and ATR are required as a common
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platform in each node. The local routing protocol is a protocol
to be used in each network.

In the proposed inter-domain routing, the communication
between the source and the destination nodes in different
networks can be provided with lower overhead and high data
packet delivery ratio. In [5], we proposed the scheme to
dynamically select the NwGW nodes between two different
networks according to the network topology change.

B. Connection Status Sharing Mechanism

In heterogeneous MANET environment, since the route is
created through NwGW nodes, the number of hops between
the source and the destination nodes increases and the route
break occurs more frequently. In the proposed inter-domain
routing, when the route between the source and the destination
nodes in different networks breaks, NwGW nodes try to
repair the route. In order that NwGW nodes repair a route,
each cluster heads share the connection status to the different
network with neighboring clusters. The connection status to the
different network consists of its own cluster ID, the network
address of the neighboring network, and the number of hops to
the cluster head of the neighboring cluster. Here, we explain
how clusters share it with each other. In Section III-D, we
describe the route repair mechanism based on the connection
status.

After a cluster head sends a RNGP (Recommendation for
Network Gateway node Packet), it periodically sends NNIP
(Neighbor Network Information Packet) including its own con-
nection status to the cluster heads of neighboring clusters. The
cluster head that received NNIP from the neighboring clusters
stores the connection status of the neighboring clusters.

We explain the the connection status sharing mechanism
using Figure 3. As shown in Figure 3, given that there are
clusters A and B in Network 1 and cluster C in Network 2. In
this time, cluster head A recognizes the NwWGW node (node
E) that is neighbor to Network 2. Cluster head A adds (A,
Network 2, 0) into NNIP, and then sends it to cluster head
B. Cluster head B that received NNIP stores (A, Network
2, 4) into the neighboring cluster list. Here, the number of
hops to the cluster head of the neighboring cluster contained
in NNIP is changed from O to 4. This is because the hop count
is incremented whenever the NNIP is forwarded at hop by hop
based on the cluster head-based tree. Each cluster periodically
exchanges the connection status with the neighboring clusters.
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Figure 4: Network topology in heterogeneous MANETS.

C. Route Creation in Inter-Domain Routing

In heterogeneous MANETS, the route creation mechanisms
in inter-domain routing are different according to the types
of routing protocol in each network. In Figure 4, given that
there are two networks in the field, and nodes S and D are
a source node and a destination node. In this case, there are
four cases, that is, (a) Networks 1 and 2 use reactive routing
protocols, (b) Networks 1 and 2 use a reactive and a proactive
routing protocol, (c) Networks 1 and 2 use a proactive and
a reactive routing protocol, and (d) Networks 1 and 2 use
proactive routing protocols.

(a) Networks 1 and 2 use reactive routing protocols

In this case, Network 1 to which the source node belongs
and Network 2 to which the destination node belongs use
a reactive routing protocol. The source node sends a route
request message to the destination node by flooding. When
NwGW nodes E and F in Network 1 receive the route request
message, they convert it to the route request message of ATR
and forward it to the neighboring NwGW nodes G and H.
NwGW nodes G and H that received the route request message
of ATR convert it to the route request message of the local
routing protocol which is used in Network 2, and then forward
it to nodes in Network 2. In case that the destination node D
receives the route request message, it sends the route reply
message toward the source node along the reverse route of the
route request message.

(b) Networks 1 and 2 use a reactive and a proactive routing
protocol

In this case, Network 1 to which the source node belongs
uses a reactive routing protocol and Network 2 to which the
destination node belongs uses a proactive routing protocol. The
source node sends a route request message to the destination
node by flooding. When NwGW nodes E and F in Network 1
receive the route request message, they convert it to the route
request message of ATR and forward it to the neighboring
NwGW nodes G and H. In case that NwGW nodes G and
H that received the route request message of ATR have the
route entry to the destination node, they send the route reply
message to the source node.

(c) Networks 1 and 2 use a proactive and a reactive routing
protocol

In this case, Network 1 to which the source node belongs
uses a proactive routing protocol and Network 2 to which
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the destination node belongs uses a reactive routing protocol.
In case that the local routing protocol is a proactive routing
protocol, NwGW nodes inform the neighboring network in-
formation of the local routing protocol. When the source node
has the entry to NwGW nodes E or F that is neighbor to
Network to which the destination node belongs, the source
node forwards data packets to the NwGW node. The NwGW
node that received data packets forwards them to NwGW node
G or H in the neighboring network. The NwGW node that
received data packets from NwGW node of the neighboring
network sends a route request message by flooding in the
network as a source node. When the destination node receives
the route request message, it sends the route reply message to
the NwGW node which is set as the designated source node.
After the NwGW receives the route reply message, it forwards
data packets to the destination node along the route.

(d) Networks 1 and 2 use proactive routing protocols

In this case, Network 1 to which the source node belongs
and Network 2 to which the destination node belongs use
a proactive routing protocol. A NwGW node can obtain the
routing tables in the network from the local routing protocol,
and then exchanges it with the NwGW node of the neighboring
network. As a result, each node can add the route entry to
the NwGW node which is neighbor to each network in the
routing table. The source node forwards data packets based on
the routing table.

D. Route Maintenance in Inter-Domain Routing

The route between the source node and the destination
node is broken due to node movement. In case that the both
nodes belong to an identical network, the route is repaired
based on the local routing protocol which is installed in the
network. However, in heterogeneous MANETS, it is impossible
to repair the route based on one routing protocol because the
route between the source node and the destination node is not
created by one routing protocol. Therefore, the route repair
procedures are different according to the location where the
link was broken. There are three types of procedures for the
route repair. The procedures are that (a) the route is broken
in the networks that the destination node belongs to, (b) the
route is broken in the networks the source node belongs to,
and (c) the route is broken between two NwGW nodes in
different networks. We explain the route repair procedure based
on Figure 4. As shown in Figure 4, given that the source and
destination nodes are nodes S and D, and the route is S, A, I,
E, G, P, and D. In addition, since the procedure of a proactive
routing is different from that of a reactive routing, we explain
two types of procedures of reactive and proactive routings as
(R) and (P).

(a) Route is broken in the networks that the destination node
belongs to

In this case, given that the link between nodes P and D on
the route is broken in Figure 4.

(R): Node P can detect the link break to the down-
stream nodes because of the notification of MAC protocol.
After that, node P sends a route error message to the upstream
node along the reverse route. NwWGW node (node G) that
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received the route error message tries to recreate a new route
to the destination node (node D) based on the local routing
protocol in Network 2. In case that a route is recreated, node
G restarts to forward data packets. Otherwise, node G sends
the route error to the upstream nodes in the different network.

(P): After NwGW node G recognizes the route break
based on the local routing protocol, it sends a route error
message to the source node if it does not have the alternative
route. Then, the source node tries to recreate a route to the
destination node.

(b) Route is broken in the networks the source node belongs
to

In this case, a node that detected the link break sends a
route error message to the source node, and then the source
node tries to recreate a new route to the destination node.

(c) Route is broken between two adjacent NwGW nodes in
different networks

NwGW node (node E) that detected the route break for-
wards data packets to Cluster head (node A) and sets the timer.
In case that NwGW node (node E) receives data packets until
the timer is expired, it forwards data packets to the cluster
head. The cluster head that received data packets from NwGW
node (node E) forwards them to the neighboring cluster that
is neighbor to the network including the destination node.
Here, the neighboring cluster with the lowest number of hops
to cluster head is selected from the neighboring cluster list.
The cluster head (node B) that received data packets from the
neighboring cluster forwards them to NwGW node (node F)
in the same cluster, and NwGW node (node F) forwards data
packet to NwGW node (node H) and tries to recreate the route
to the destination.

(R): : If NwGW node (node H) has a route entry to
the destination node, it forwards data packets to the destination
node. Otherwise, NwWGW node (node H) sends a route request
by flooding only in the network to recreate a route. Data
packets are forwarded to the destination node along the route
in case that the route is created, while it sends a route error
message to the source node in case that the route is not created.
In this case, the source node that received the route error
message recreates the route.

(P): : If NwGW node (node H) has a route entry to
the destination node, it forwards data packets to the destina-
tion node. Otherwise, it sends a route error message to the
neighboring NwGW node (node F).

After the timer on NwGW node (node E) is expired, it
sends a route error message to the source node, and then
the source node sends a route request message by flooding
to recreate a route. In this case, since NwGW node (node
F) has created the route entry to the destination node, it
immediately sends the route reply message back to the source
node, resulting in reducing the number of control packets.
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TABLE I: Simulation environment.

Simulator QualNet ver.5.0 [8]
Simulation time [s] 300
Number of nodes 200
Number of neighboring nodes 8, 10, 12
Transmission range [m] 250
Node moving speed [m/s] 10, 20
Number of transmitted data packets 1000
Data packet size [byte] 512
Interval of sending data packets [s] 0.25
Number of pairs of source and destination nodes 10
Node mobility model Random Waypoint Model
Maximum cluster size 50
Minimum cluster size 10
Interval of sending MEP [s] 2
MAC protocol IEEE802.11b

-~

Network gateway ratio [%]
- (% w Y w o
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Number of neighboring nodes Number of neighboring nodes
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Figure 5: NwGW node ratio.

IV. SIMULATION EVALUATION
A. Simulation Plan

Table I shows the simulation environment. In heteroge-
neous MANET environment, there are two networks, which
are Network 1 and Network 2. Although both networks use
AODV [9], in the simulation each routing protocol is han-
dled as a distinct routing protocol and both networks cannot
communicate with each other. In each pair of a source and a
destination node (SD pair), the source and the destination node
belong to Network 1 and Network 2, respectively. In addition,
each cluster selects one NwGW nodes for each network by the
dynamic network gateway selection scheme.

Evaluation criteria are the NwGW node ratio, the duration
time of two NwGW nodes, and the number of bridges. The
duration time of two NwGW nodes is the time when two
NwGW nodes in different networks are continuously neigh-
boring. The number of bridges is the number of pairs of
two network NwGW nodes between networks. In addition, in
order to show the effectiveness of the route maintenance, we
show the results of the data packet delivery ratio and control
overhead by comparing between w/ route repair and w/o route
repair.

B. Simulation Results
NwGW node ratio

Figure 5 shows the NwGW node ratio. From Figure 5, it is
confirmed that the NwGW ratio is almost the same regardless
of the number of neighboring nodes.

Next, in case that the node moving speed is 20 m/s, the
NwGW node ratio decreases in comparison with the node
moving speed is 10 m/s. The NwGW nodes are selected from
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cluster members and notified to a selected cluster member
based on MAPs which are sent by cluster members. However,
there is the difference between the time when cluster members
send MAPs to the cluster head and the time when the cluster
head selects a NwGW node. Therefore, due to node movement,
there is the possibility that the new selected NwGW move out
from the clsuter. In this case, the NwGW node is not selected,
and then another new NwGW node is selected next time. As a
result, as the node moving speed becomes faster, the NwWGW
node ratio becomes lower.

Duration time of two NwGW nodes

Figure 6 shows the duration time of two NwGW nodes.
In these experiments, we set at the smaller field size in order
to increase the number of neighboring nodes. Therefore, two
NwGW nodes in different networks are adjacent at the high
possibility. In addition, as the node moving speed becomes
faster, the relative speed of two NwGW nodes becomes faster
and the duration time of two NwGW nodes becomes shorter.

Number of bridges

Figure 7 shows the number of bridges. As shown in
Figure 7, the number of bridges increases as the number of
neighboring nodes becomes more. However, in case that the
node moving speed is 20 m/s, the number of bridges decreases
because the number of NwGW nodes decreases as shown in
Figure 5.

Data packet delivery ratio

Figure 8 shows the data packet delivery ratio. In all cases,
the scheme w/ route repair has the higher data packet delivery
ratio than the scheme w/o route repair. In case that the node
moving speed is 20 m/s and the number of neighboring nodes
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is 10, the scheme w/ route repair becomes 8.7% higher than the
scheme w/o route repair. In this case, the route break occurs
more frequently in comparison with the case of node moving
speed 10 m/s. Therefore, as shown in Table II, the route repair
is frequently invoked by not a source node but NwGW nodes.

On the other hand, in case that the node moving speed
is 10 m/s and the number of neighboring nodes is 12, there
is only 3.2% difference between the scheme w/ route repair
and w/o route repair. Since the node density is high, the route
repair is quickly invoked by the source node.

As a result, in case that the node moving speed is fast and
the route breaks often occur, the proposed route maintenance
scheme behaves efficiently and provides the high data packet
delivery ratio.

Total control overhead

Figure 9 shows the total control overhead, which does not
include the control overhead of the autonomous clustering. In
cases of Network 1 and ATR, the control overhead of the
scheme w/ route repair becomes 30% lower than that of the
scheme w/o route repair. On the contrary, in case of Network
2, the control overhead of the scheme w/ route repair becomes
10% higher than that of the scheme w/o route repair. This
is because in case of the scheme w/o route repair, when the
route break occurs in Network 2 to which the destination node
belongs, the source node sends a route request message by
flooding in all network to recreate a route. On the contrary, in
case of the scheme w/ route repair, when the route break occurs
in Network 2, the NwGW node sends a route repair message by
flooding only in Network 2 and the messages are not flooded
in Network 1. However, if the NwGW cannot recreate a new
route to the destination node in Network 2, the NwGW node
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TABLE II: Number of route creations invoked by NwGW
nodes

# of neighboring Moving # of route creation | Success | Failure
nodes speed [m/s]
8 10 472 456 16
20 588 563 25
10 10 444 437 7
20 602 587 15
12 10 411 405 6
20 592 582 10

sends a route error message to the source node, and then the
source node tries to recreate a new route. In this case, a route
request messages is flooded in all networks. Therefore, it is
considered that the control overhead of the scheme w/ route
repair increases in comparison with that of the scheme w/o
route repair.

V. CONCLUSION

This paper has proposed an inter-domain routing protocol
based on autonomous clustering for heterogeneous MANETSs
and evaluated it through simulation experiments. From sim-
ulation experiments, it is confirmed that the route repair
mechanism works more effective especially in case that the
network topology change occurs more frequently. In the future
work, we are planning to repair a route in a shorter time and
become higher data packet delivery ratio with lower overhead.
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