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Abstract—Trust is very important in wireless sensor 

networks to transfer the data from source to destination. 

The Dynamic Source Protocol calculates the alternate path, 

if any node fails to transfer the data. The Dynamic Source 

Protocol does not have any built-in functionality to calculate 

an alternate path if the path has a malicious node. With the 

expense of an intruder detection system we can detect the 

malicious node and alter the data/packet transfer path. 

However, intruder detection system is very expensive for 

wireless sensor networks and there is no guarantee in 

detecting a malicious node. In the current research a trust-

based approach is recommended to minimize the overheads 

of intruder detection system and it also detects the abnormal 

behavior nodes. The proposed model uses the repeated 

games to detect faulty nodes through the cooperative effort 

in the sensor network and further judges the trust of 

successive nodes. Simulations were presented for normalized 

payoff of packet dropping, average discount payoff, and 

trust relation.  

Keywords-wireless sensor networks; repeated games; 

packet transfer; trust-based approach; secure transferof data. 

I. INTRODUCTION 

Wireless sensor networks (WSN) are used in a variety 

of applications including structural health monitoring 

(SHM), industrial automation (IA), civil structure 

monitoring (CSM), military surveillance (MS), and 

monitoring the biologically hazardous places (BHP). In 

CSM, MS, and BHP the data is transferred over a number 

of nodes and any malicious node in the path leads to a 

dangerous situation. The Dynamic Source Protocol (DSR) 

cannot detect the malicious node and the IDS package has 

overheads as well as more false alarms. Hence, we need an 

alternative approach to detect the malicious node on the 

communication path with minimum overheads. The 

alternative approach includes trusting the next node in the 

path generated by DSR. Here, trust means transferring the 

packets above expected percentage (for example more 

than 95%) of packets that were received by that node. 

The sinkhole detection, selective forwarding attacks, 

acknowledgement spoofing, detection of malicious node, 

and utility-based decision making were discussed in [1-4, 

15-19, 21-22]. None of these researchers attempted to 

verify that the next node in the path was malicious or 

trustworthy to transfer the data. Failure to transfer the 

packets depends upon the normal failure of node 

(communication path or battery loss or node was 

destroyed) or if the node is compromised. The research of 

selective forward attacks and detection of malicious nodes 

provides an extra effort if the data does not reach the 

destination. But we need a trusted path at the time of 

transferring the data (packets). 

Perrig et al. [1] introduced the modified TESLA [2] 

protocol for sensor networks and named it μTESLA. The 

new protocol (μTESLA) is designed to show that security 

is possible in sensor networks by usage of a simple model 

to authenticate and transfer the data that is required. 

Therefore, it is necessary to develop a simple model that 

eliminates unnecessary checks, avoids sinkholes, detect 

selective forward packet drops, and improve processing 

time. The checkpoint-based multi-hop acknowledgement 

scheme (CHEMAS) [3] identifies the localization of the 

suspected node that requires extra processing to detect a 

malicious node. The authors claim that the scheme 

(CHEMAS) has a high detection rate with communication 

overhead.  

Isolating misbehavior and stabling trust routing in 

wireless sensor networks was studied in [4]. The trust 

routing algorithm uses the μTESLA scheme to form the 

chain of trust. The chain of trust is an expensive process 

and has more overheads compared to trusting the next 

successive node. However, it is difficult to keep track of 

the complete communication path particularly in WSN. 

The authors in [4] discussed various search methods to 

detect the insecure locations and isolate those locations 

from communication paths. 

Zhang and Huang [5] used reinforcement learning to 

establish a secure path for packet transfer from source to 

base-station. They concluded that adaptive spanning trees 

can maintain the best connectivity for transferring the 

packets between source and destination. The authors 

further discussed the energy-aware and congestion-aware 

problems for successful delivery of packets. 

Carmen et al. [13] discussed the trust management in 

wireless sensor networks. A trust management system 

helps to detect the node (faulty or malicious) behaving in 

an unexpected way. Liu et al. [23] presented a dynamic 

trust model for ad hoc networks, where each node is 
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assigned a trust value according to its identity. Sometimes 

trust level is also calculated by evaluation of nodes over 

other nodes. Evaluation of trust factor is done with IDS 

data and statistical data of packet transfer rate. Rebahi et 

al. [9] discussed a reputation based trust mechanism in ad 

hoc networks, where each node monitors the neighboring 

nodes activities, sends the information to the reputation 

manager, and stores it in a matrix for evaluation of nodes.  

The belief-based packet forwarding model in mobile 

networks using repeated games was discussed in [6]. The 

authors described the belief-based packet forwarding 

model as being dependent upon past history of other 

nodes‟ information transfer. The model enforces 

cooperation in the ad hoc networks with noise and 

imperfect observation. Enforcing the cooperation slightly 

degrades the performance of packet transfer compared to 

unconditionally cooperative outcomes. The model further 

provides the ad hoc networks and needs to modify for 

WSN. 

The rest of the paper introduces the repeated games to 

model the trust level of successive node and then 

formulate the trust-based model in a cooperative 

environment. Further, we calculate the trust-based packet 

forwarding and discuss the future research. 

II. TRUST MANAGEMENT 

Trust is subjective term used for reliability of an entity. 

It is a subjective probability of an individual A expects 

another individual B to perform a given task. The trust 

management model helps to detect the intruders (malicious 

nodes) and discard them from the communication path [9, 

11, 12, 13]. The concept of reputation (collecting the data 

about status of a successive node) linked to trustworthiness 

[10] depends upon trusting a person (node). In the current 

situation trust depends upon the ratings of successive the 

node. If the ratings of the successive node are above the 

expected value (threshold) then the node will be trusted for 

transfer of data. Further, relaying on self detecting 

misbehavior nodes (intruders) is dangerous and 

collaborating between neighboring nodes is required. 

Figure 1 shows the data transfer scenario from node A 

through node D and establishing the trust of node D for 

future data transfer. For example, node A sends data to 

node D and node D receives the data and acknowledges to 

node A. There is no guarantee that node D transfers the 

data to the next node in the path. If node A knows that 

node D transferred the data successfully, then node A 

assumes that node D can be trusted. After repeated 

transfers (successive node activity), if the trust factor 

reaches below the threshold, then node A compares the 

trust factors of its neighboring node B and node C that are 

transferring their data through node D. If nodes B and C 

trust node D, then node A establishes a new route for 

successful transfer of data and avoids node D. Trust of the 

next successive node in data path is a kind of watchdog 

approach to detect the malicious node. 

In the proposed approach, each node maintains a rating 

of its successive node (number of successful pack transfer) 

in the path. If the ratings of a successive node are above 

the threshold (minimum error rate) then the current node 

continues to transfer the packets. The current approach 

does not expect to calculate all ratings (packet transfer, 

noise, jamming, and infection factor) of its neighboring 

nodes and selects the path of highest ratings [1]. Selecting 

a highest rating path requires more processing time and is 

a waste of energy in the sensor node. The proposed 

approach detects the malicious node using the trust factor. 

For example, if node D only selectively drops the packets 

from node A but not from nodes C and D then node A 

concludes that the path from node A through node D 

cannot be trusted and node A establishes the alternative 

path. The alternate path is selected only if the successive 

node is not trusted. 

 

Figure 1.  Scenario for node „A‟ establishing trust of node „D‟. 

III. GAME MODEL 

In games [8, 20] the interaction between the players is 

inherently dynamic, so players always observe the actions 

of other players and decide their optimal response. Many 

times, the game is played repeatedly and decisions depend 

upon the previous actions or conclusion of previous 

actions. In repeated games, players have more opportunity 

to learn to coordinate their actions depending upon the 

previous outcome. In Figure 1, Player 1 and Player 2 (node 

A and node D) are involved in transferring the information 

where Player 1 transfers data to Player 2. Player 1 then 

waits for successful transfer of data packets from Player 2 

to the next step in the path. Player 1‟s trust on Player 2 

depends upon Player 2‟s successful transfer of data 

packets. The problem is how these two players coordinate 

their actions.  

The outcome of Player 1 depends upon the actions 

(repeated outcome conclusion) of Player 2. In the 

cooperative effort, we must consider the outcome of 

neighboring players (within communication distance) of 

Player 1; that is, Player 3 and Player 4 (node B and node C 

in Figure 1) and have the similar interaction with Player 2. 

If the outcomes of Player 3 and Player 4 are the same as 

Player 1 (no better than Player 1) then the Player 1 
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concludes either to transfer the future packets or chooses 

an alternative path. If the trust relation of Player 1on 

Player 2 is consistent and depends upon the outcome of its 

neighbors then we say it reaches to Pareto optimality. 

In repeated games the behavior of Player 1 depends 

upon its opponent‟s (Player 2) actions (behavior). Further, 

no threat, punishment, or revenge is considered. The 

strategy is that Player 2 must transfer the packets received 

from Player 1. The trigger strategy is that the malicious 

behavior of Player 2 will permanently disconnect the path 

from Player 1 and its neighbors that have the current path 

through player 2. For example, the Stage game G is of the 

form 

G = (N, A, U)    (1) 

where N is a set of users (set of sensor nodes), A is a set of 

pure strategy profiles (actions – action may be the missing 

packets for each transmission), and U is a vector of 

payoffs. If Ω is the common discount payoff and )( t

i ag is 

the per-period payoff of the i
th

 node related to current 

action 
ta , then the normalized payoff β (relation to utility 

of sequence 
Taaa .,.,, 10

) at any node is given by [20] 

Tt

t

t

iT
agt

0
1

)(
1

1
  (2) 

The trust of the player depends upon the outcome of β. 

The Figure 2 shows that the payoff is higher with a lower 

number of packets dropped in the same time period. But 

the average payoff will be very close in a large time 

period. Therefore it is necessary to consider frequent 

averages for packet dropping for appropriate decision.   
 

 
Figure 2. Payoff β verses packet dropping in a given time period 

IV.TRUST MODEL AND GAME APPLICATION 

Each node in the sensor network maintains a dynamic 

table to store the information about packet transfer of the 

successive node in the path. The values in the table include 

the packets transmitted from the node and packets 

transferred from the successive node (recorded through 

over hearing). These values are used for trust calculation 

of the successive node. The values are also used to 

calculate the risk involved in order to carry out packet 

transfer. In other words trust value is a simple 

mathematical representation. The problem with no 

successive node will be dealt with different models [14, 

15]. 

Consider a sensor network of N nodes deployed in a 

field. Let the nodes be connected as shown in the Figure 3 

and represented through a matrix of equation (3). The 

filled nodes are existing nodes and unfilled are drawn to 

complete the matrix. Unfilled means no node exists or a 

dead node. The equation (3) helps to verify the isolated 

node (blackhole).  

 
 

 
Figure 3. Sensor Network Nodes and their relation with neighboring 
nodes  

Reputation is used to predict the behavior of the node. 

We create a table at node i (values stored in table at node 

i  are over hearing from Node 2) to predict the behavior of 

the node j . Let jiR , represents the reputation of node j

represented by node i . The reputation table
iRT  stores the 

reputations maintained by node i and represented as: 

}{ , jii RRT      (4) 

The periodic quantification of reputations at node j is 

jiQ , and is stored at iRT as part of node j . The missing is 

calculated as (1 - jiQ , ). Further, each node has direct and 

indirect observations of reputations. Direct observation is 

the reputations stored at node i and indirect observations 

are received from neighboring node (s). The indirect 
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observations are represented as jiIQ , . The trust prediction 

of the node j depends upon the jiQ , and jiIQ , . 

In repeated games, expected payoff depends upon the 

action profile and its observation. The action profile is 

given by 

)
1

(
, ji

i
Q

U     (5) 

where λ is the difference between jiQ , and jiIQ , .  If λ =0 

then the packets transferred at a node and its neighbor 

node is the same. The trust of the node depends upon the 

factor β. Further we calculate the average discount factor 

to calculate the stable state of the node. The average 

discount payoff is given by 

 ntUtUA
nt

iii /))().((
,1

 (6)
 

If the average discount payoff is above the threshold 

then node is in trust state and if trust state is consistent 

then we say it reaches Nash equilibrium. If the Nash 

Equilibrium exists in repeated games, then it satisfies Folk 

theorem [7] and sufficiently the player reaches to Pareto 

optimal payoff in Nash equilibrium. The simulations for 

average discount payoff are shown in Figure 4. 

For a small value of λ (0.001) and probability of more 

than 90% successful packet transfer rate, the payoff 

increases in a smaller period of time (if lower number of 

packets is dropped). In average discount payoff, the 

number of packets dropped is set approximately the same. 

The number of packets transmitted is numbered in small or 

many. The average discount pay of increases initially 

(from 100 packet transmission to 900 packet transmission) 

and settles after it reaches a transmission rate of 1000 

packets with the same number of drops. This shows, for a 

selected action strategy of a player, the game reaches Nash 

equilibrium at action profile during the time period of 

higher number of packet transmission with lower dropouts. 

That means the successive node can be trusted at current 

state. 
 

 

Figure 4. Average discount payoff verses number of packets dropped 

V. TRUST-BASED PACKET FORWARDING 

In trust-based systems, we begin to believe all nodes in 

the path are trusted. Trust of node 2 at node 1 will be 

developed after repeated transfer of packets from node 1 (

in ) to node 2 ( jn ) and then successfully transferred from 

node 2. The trust of interaction between these nodes is 

Ti, j
t (n j,sk,TEi, j,t )   (7) 

where 
t

jiT ,  is a trust of node 
in  on node jn at time t , 

ks is a set of possible specifications to perform task at jn  

where Ssk
, and tjiTE ,,  is the  set of tasks.  

Further, the node
in  , the initiator node must store the 

data about the reliability of node jn  when the packets are 

transferred repeatedly. The node 
in  experience in 

repeated operation of packet transfer is 

Ri, j
t (n j,sk,Pi, j,t )      (8) 

where Pi, j,t  is satisfaction achieved by node ni at node nj 

at any time t and Pi, j,t (0,1). 

The experience of each particular task will be updated 

at 
in and represented as 

  (9) 

where w j  is the response from nj in the interaction. By 

updating the process combinations of and storing the 

experiences of  and  we get the quality 

satisfaction measurements. 

The equations (2), (6), and (9) will provide the needed 

information to trust the node 
in  for future transformation 

of information. 

To create trust level we generated random data to test 

the equation (9). In the test process, 100 random samples 

were generated for node jn . If node jn is trusted more 

than 90%, we note that the trust level is above threshold. 

This process was repeated 100 times to reach correct trust 

level. The process was repeated and the percentage of 

trust in hundred attempts is shown in Figure 5.  

The random generation of trust data is not a correct 

process but it helps in simulations. The average trust of a 

hundred samples in Figure 5 is approximately 90.42.  The 

average hundred samples each time is approximately 

90.42. The threshold was set as 90 and above and satisfies 

the simulation results. Therefore, we can assume that if 

the transfer rate is above 90% the node can be trusted. 

),(),( jjkj

t wnsnI

tI
t

jiT ,

t

jiR ,
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Figure 5. Trust relation generated in 100 iterations 

VI. TRUST REPUTATION AND INTERACTING WITH 

NEIGHBORS 

To confirm the trust of the successive node the node 

interacts with its neighbors. The neighbors of node 
in  

can be represented as: 

    

In Figure 1, nodes B and C are neighbors of node A, if 

the Boolean function value is true. Similarly, the current 

node A interacts with several of its neighbors to create 

trusted neighbors and keeps the superior nodes and 

ignores the inferior nodes. For example, if we denote ζi as 

the inferior neighbor node and ζs as the superior neighbor 

node then their values will vary as 0≤ ζi ≤ ζs ≤ 1. For the 

stronger neighbor, the relational value must be close to 1. 

Therefore, the representation of most trusted node is 

     
Similarly, the set of nodes with doubtful confidence is 

given by 

     
The most reputed nodes (established complete trust 

over time) will be grouped into reliable nodes and 

represented as 

     

The reliable nodes will be used as a reference to verify 

the trust of successive nodes. If the reliable node is not 

available, it will verify with a trusted node before it 

transfers the packets.  

The calculation of the threshold value is very 

important and will be calculated using equation (8). The 

threshold value will be updated in preset timings by the 

agent. 

VII. CONCLUSIONS AND FUTURE RESEARCH 

The current available research models deal with secure 

transfer of packets, intruder detection, sinkholes, and 

similar approaches. All these methods need a lot of 

processing, storage, and energy. There is no literature 

available for a simple security model for wireless sensor 

networks that confirms the successive node to transfer the 

packets. The proposed model is a unique approach to 

transfer the data securely and at the same time confirms 

the trust of next level nodes. We are working on the 

following research ideas that transfer the packets securely 

from source to destination. 

a) What happens if an intruder at successive node level 

acts as a real node and acknowledges to the 

preceding node with 100% success of packet 

transfer and then transfers the packets to the 

sinkhole? 

o This problem was solved using the NS2 package 

by creating a table at the previous node and 

observing the successive node. The experiment 

will be useful for detecting the sinkhole. The 

results will be presented in the next conference. 

b) What happens if the intruder modifies the packets 

and forwards them to the next level and then these 

corrupted packets reach the destination? 

o This is an open problem and will be attempted 

and solved soon.  

c) What happens if the intruder stores the packet 

forwarding table appropriately (as the preceding 

node requires for successful transformation) and 

never forwards the packets (acts as an intelligent 

sinkhole).  

o This problem will be solved with (a) before we 

publish the results. 

We are working on the above problems by modifying 

the node level code of the NS 2 package. In the first step, 

a large size sensor network with 1000 nodes was created 

and experienced heavy dropping of packets due to 

overloading at the node. We then minimize the size of the 

network to 500, 400, 300, 200, and 100 sensor nodes and 

succeeded partial control of dropping the packets. So, we 

decided to start with less than 25 nodes for simulations 

and the packet dropping was controlled. Further, the 

proposed model is more realistic compared to the 

previous models in the research [4, 5, 6] and is simple to 

implement.  
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