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Abstract—Nowadays, with the strong development of platforms 

like Coursera, Edx, etc., Massive Open Online Course (MOOC) 

is not too strange for most people. The number of online courses 

also increases day by day. One of the problems raised is how to 

recommend users to choose the appropriate course. To address 

the problem, we applied the Deep Matrix Factorization (DMF) 

model to build a user-item interaction matrix with explicit rating 

and zero implicit feedback. We then improved the loss function 

to yield more accurate results. In addition, we also used the 

Collaborative Filtering Neural Autoregressive Distribution 

Estimator (CF-NADE) model to MOOC Recommendation 

system. Our experiment shows that two proposed approaches 

achieve better results than the other methods. 

Keywords: MOOCs; Recommendation; CF-NADE; DMF. 

I. INTRODUCTION 

The recommendation system has gone through three 
decades of development across many fields, and today the 
most successful models are using deep learning because it 
provides high accuracy. In the Fourth Industrial Revolution, 
online learning became an indispensable need for learners 
who yearn for knowledge, so MOOC platforms, such as 
Coursera [36] Edx [37] Khan Academy [38] etc. contain 
thousands of courses and millions of learners. The rapid 
increase in the number of courses on MOOCs poses a problem 
of how to choose the right course for learners themselves. 

According to our survey, there is not much current 
research on MOOCs recommendation. These lead to the 
complexity of assessing user knowledge. A good course 
recommendation system will help learners not have to spend 
time trying out courses or reading feedback from other 
learners to find a suitable course. If a learner has to take 5 to 
6 pre-trial courses and read hundreds of feedbacks from other 
learners before finding a suitable course for themself, they 
will be discouraged from looking for more courses. Jdidou et 
al. [11][12] showed that the use of the course recommendation 
system will optimize learners' profitability. Yanhui et al. [13] 
showed that 87.3% of the respondents rated highly in the 
effectiveness of a course recommendation system. Course 

recommendation systems have also been developed to 
increase the completion rates of learners [13] [14]. 

Data from MOOCs is usually the course name, content, as 
well as learner information, etc. One person can study many 
different courses. From there, we can simulate in the form of 
knowledge graph in which users, courses, etc. will be the 
vertices of the graph and the edge will be a relationship such 
as learning, voting, etc. This graph will get bigger and more 
complex as more courses are created and the number of 
learners increases. Recommending a suitable course for a 
specific user will be complicated both in time and accuracy. 

Because the data can be represented in the form of 
knowledge graphs, we conducted a survey of approaches in 
knowledge graph mining and combined them with 
collaborative filtering methods in the recommendation 
system. In the results, we chose two models, improved and 
evaluated them on the Travel-well dataset [24] which is the 
MOOC data in  Learning Resource Exchange (LRE) portal in 
Europe. Specifically, we used the DMF model and [16] CF-
NADE model [10]. The DMF model uses the Matrix 
Factorization and the Deep Structured Semantic to construct 
a user-item matrix with explicit ratings and non-preference 
implicit feedback. The loss function improved to achieve 
better results than conventional loss functions. The CF-NADE 
model is used to predict the probability of rating and use the 
rating to recommend items to users. 

The remainder of this paper is structured as follows. 
Section II describes the related works used in the 
recommendation. Section III, we present the theoretical 
principle of CF-NADE and DMF model and our 
improvements. In section IV, we conduct experiments on the 
Travel-well dataset. Section V is the conclusion and our future 
works. 

II. RELATED WORKS 

In recent years, deep learning has been widely applied in 
many different fields. Applying deep learning into the 
recommendation system also brings many good results [15] 
Salakhutdinov et al. [17] proposed the Restricted Boltzmann 
Machine (RBM) model with only one hidden layer, which is 
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the first deep learning model used in the recommendation 
system. Zheng et al. [10] proposed a CF-NADE model based 
on the Neural Autoregressive Distribution Estimator (NADE) 
model and Restricted Boltzmann Machine for Collaborative 
Filtering (RBM-CF) model [17], which showed better results 
than RBM-CF in Netflix and Movielens dataset.  Sedhain et 
al. [19] proposed an AutoRec model based on an autoencoder 
network to fill the missing rating from the input layer. These 
above models only use rating explicit feedback, and do not 
solve the cold-start problem.  Wang et al. [20] presented a new 
model called Collaborative Deep Learning (CDL) using 
hierarchical Bayesian and Stack Denoising Autoencoders 
(SDAE) to solve the sparsity problem of data. Wu et al. [22] 
proposed a Collaborative Denoising Autoencoder (CDAE) 
model improved from the Denoising AutoEncoder (DAE) 
model. Pan et al. [23] improved the CDAE model by using 
three small CDAE models combined to form a new model 
called Correlation Denoising Autoencoder (CoDAE). 
Elkahky et al. [18] proposed the Multi-View Deep Neural 
Network (MV-DNN) model by combining multiple Deep 
Structured Semantic Model (DSSM) models to take 
advantage of common information between different regions. 
Later, Xue et al. [16] proposed the DMF method by 
combining matrix factorization and DSSM model, while 
improving the loss function to achieve better effectiveness 
and having less running time. 

 In the MOOCs recommender system, there are many 
research works apply deep learning methods. Yang et al. [2] 
use matrix factorization and context information forum apply 
on MOOC Forum thread. Kardan et al. [25] use social 
network analysis and association rule mining for MOOC 
forums.  Raghuveer et al. [5] propose a reinforcement 
learning model to generate learning context and analyze 
learner information. Mi et al. [26] use the context tree applied 
to an online sequential recommendation. Pardos [6] uses 
Recurrent Neural Networks to handle learner’s time on each 
page for predicted courses. Jing et al. [1] construct a content-
awareness framework using users’ access information to 
represent learners’ interests and behavior features. Zhang et 
al. [3] used a deep belief network for the first time in MOOC 
recommendation. Then, Zhang et al. [35] improved a better 
accurate recommendation model using learner’s information 
features, course content features, and learner-course feature 
vectors as inputs. Zhang et al. [4] also improved the Deep 
Belief Network (DBN) model and analyzed learner’s style 
features. Pardos et al. [7] propose a Multifactor2vec model to 
improve the semantics of token embedding. While effective, 
these methods need data that has a lot of information about 
courses and very high computation. In 2020, Troussas et al. 
[39] has proposed a recommendation system that performs a 
learning analysis of a given user to suggest relevant courses 
for that user. In addition, this system can also predict user 
behavior, meaning that it predicts courses that users continue 
to study in the future; the system has received very positive 
feedback. In terms of predicting the course, 62.5% of the 
participants thought that the system suggested exactly the 
courses they wanted to study and only 9.375% of the 
participants surveyed thought that the system was 
unsuccessful. Regarding the prediction of user behavior, 

68.75% of participants thought that it was very accurate and 
only 6.25% thought that this system predicted incorrectly. 

Among the above methods, we found that Xue et al.’s 

DMF model [16] and Zheng’s CF-NADE model [10] are 

suitable for the MOOC recommendation system. Therefore, 

in the next section, we present the basic theoretical principles 

of these methods, and improvements to increase the accuracy 

of the system. 

III. MOOC RECOMMENDATION SYSTEM 

Initially, user and course data will be stored as a matrix. 
To turn this space into an appropriate form for later problems, 
we often use methods in graph embeddings such as 
factorization approaches, random walk approaches, and deep 
approaches. Among them, the deep approaches are being used 
quite a lot. In section A, we use the matrix factorization using 
deep learning because of its effectiveness in our problem. 
Section B will cover the foundation of the CF-NADE model. 

A. Deep Matrix Factorization Model 

DMF is a technique that combines the Matrix 
Factorization technique (MF) and DSSM. 

DSSM is proposed by Huang et al. [28] used in web 
search. DSSM uses a deep learning model to rank documents 
for a query. In the beginning, DSSM maps query and 
documents into lower semantic space with a multi-layer non-
linear projection. Then, for ranking web search, cosine 
similarity between the query vector and a document vector is 
applied. 

Given a set include M users: U={u1,u2,…,uM}, and a set 

include N items:  I={i1,i2,…,iN}. R ∈ ℝMxN
is the rating 

interaction matrix with Rij is the rating of user i for item j, 

unk is unknown rating. Equation (1) presents user-item 
interaction matrix. 

Yij= {
0,if  Rij=unk

Rij, otherwise
            (1) 

where u is user, v is item; i, j is index of u, v. Y is user-

item interaction matrix, Y+is observed interactions, Y- is zero 
elements in Y, Ysampled

-  is a set of negative instances from Y 

(in part or in whole).  Then Y-∪Ysampled is a set of training 

interactions. Row i of matrix Y is Yi*, column j of the matrix 
is Y*j. 

1) Deep matrix factorization model (DMF) 
DMF is proposed by Xue et al. [16] and used in the 

recommender system. This model uses explicit rating and 
zero implicit feedback to predict items based on rated items 
that users. The DMF model has input is an interaction matrix, 
like DSSM, this matrix is split into two multi-layer 
perceptrons (MLPs). Then, the output of these MLPs is latent 
representations. Finally, for calculating the correlation 
between two latent representations, we use cosine similarity. 
Figure 1 illustrates DMF model. 

Suppose the input is vector x, the output is vector y, li is 

i
th

 hidden layer, Wi is i
th

 weight matrix, bi is i
th

 biased. From 
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interaction matrix Y, each user ui is a vector of Yi*meaning 

i
th

 user rates for all items. Each item vj is a vector  Y*j, 

meaning j
th

 item rated by all users. MLPs use (2).  

l1=W1x 

            li = f(Wi-1li-1+bi),i=2,…N-1          (2) 

y = f(WNlN-1+bN) 

We use ReLU activation function in (3). 

f(x)=max(0,x)  (3)  

In other words, this model has two MLPs, one for users 
and one for items, and outputs are mapped into low 
dimensional vectors in latent space in (4). 

 p
i
= f

θN
U (…f

θ3
U (WU2f

θ2
U(Yi*WU1)) …) 

 q
j
= f

θN
I (…f

θ3
I (WV2f

θ2
I (Y*j

T WV1)) …)         (4) 

Then, we calculate the cosine similarity of two latent 
representations p

i
 and q

j
 with (5). 

 Ŷij =FDMF(θ)=cosine (p
i
,q

j
) =

pi
Tqj

∥pi∥.∥qj∥
       (5) 

This is the first model that uses direct input as an 
interaction matrix and very useful in representing the final low 
dimension. 

In the next section, we will represent an improved loss 
function, which increases the accuracy of the model. 

2) Loss function 
The general objective function in (6). 

    L= ∑ l(y,ŷ)+λΩ(θ)
u∈Y+∪Y-                (6) 

where Ω(θ) is regularizer and l(.) is loss function. 
The loss function is an important part of the objective 

function. The better the loss function, the better the objective 
function. We optimize the objective function. 

Some papers using Binary cross-entropy were proposed 
(7) [30]  

LBCE = - ∑ YijlogŶij+(1-Yij)log(1-Ŷij)(i,j)∈Y+∪Y-      (7) 

This function works effectively with implicit feedback 
because it addresses implicit feedback classification as binary 
classification. 

Because we use both zero implicit feedback and explicit 
rating so that we use a new loss function that combines (7) 
and max rating. It is called Normalized cross-entropy loss in 
(8).  

LNCE = - ∑  (
Yij

max(R)
logŶij + (1-(i,j)∈Y+∪Y-  

Yij

max(R)
) log(1-Ŷij))

 (8) 

where max(R) is max(Rating). In our data, we use 
max(R)=5 because 5 is the max rating. 

 Normalized cross-entropy can make Yij negative so that 

we use (9) to solve this problem. 

Ŷij

O
 = max(μ,Ŷij)             (9) 

where μ=10-6. 
L2 loss function fits in solving the overfitting problem and 

is used in many papers [33] [32]. Equation (10). 

L2 = 
∑ wi

2m
i

2
            (10) 

where wi
2= ∑ wij

2N
j , and wij is the weight of the training 

instance (i,j); N is the dimension of wij. 
We improve loss function by combining (8) and (10) and 

call it is Hybrid loss (11) 

 LHybrid = LNCE + α.L2 (11) 

This loss function that we improve not only fit rating data 
but it also avoids overfitting. When we use this loss function, 
we gain better results in experiments. In our experiment, we 
give α = 10-3. We represent the DMF with Hybrid loss 
function in Figure 2 (named Hybrid-DMF). 

Figure 1. DMF architecture 
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B. Collaborative Filtering Neural Autoregressive 

Distribution Estimator Model (CF-NADE) 

Besides DMF, we found that the CF-NADE model is also 
suitable for the MOOC recommendation system. 

Assuming there are M courses and N users, the user 
ratings are from 1 to K. We assume each user rated D courses 
and D≪M. With any user u, we will have the rating vector 

ru= (rmo1

u , rmo2

u ,..., rmoD

u ), where o is the permutation of (1, 2, 

…, D), rmoi

u ∈ {1,2,…,K} is present for the rating of user u and 

item moi
. Section 2 will present the basic CF-NADE model. 

1) Basic CF-NADE model 
The CF-NADE model was proposed by Zheng et al. [10] 

developed from the NADE model, and can be used in the 
recommendation system. Basic CF-NADE has 3 layers (input 
layer, hidden layer, and output layer), and the basic CF-
NADE can be extended to have one more hidden layer and 
become a deep neural network. Equation (13) shows the 
probability of the rating vector r. Where 

rmo<i
= (rmo1

,rmo2
,...,rmoi-1

) is the first i - 1 elements by index o 

of r. 

p(r)= ∏ p (rmoi
|rmo<i

)D
i=1   (12) 

Like NADE, CF-NADE models (12) with an autoencoder. 
Firstly, the CF-NADE model computes the hidden 
presentation in a hidden layer (13). 

h (rmo<i
) =g (c+ ∑ W:, moj

rmoj

j<i  ) (13) 

With g(.) is an activation function, such as tanh function. 

tanh (x) = 
exp (x) -exp(-x)

exp (x) +exp(-x)
, Wk∈ ℝH×M

 is a connective matrix 

between input layer and hidden layer. We can rewrite (13) as 
(14). 

p (rmoi
=k|rmo<i

) =
exp(smoi

k (rmoi
))

∑ exp(smoi

k
'

(rmo<i
))K

k
'
=1

 (14) 

where smoi

k (rmo<i
) is the rating of course moi

 by user k 

when knew the previous ratings rmo<i
, has computed by (15) 

smoi

k (rmo<i
) =bmoi

k
+Vmoj,:

k h (rmo<i
)      (15) 

where V is connection matrix and b is bias with rating k. 

2) CF-NADE model with sharing parameters. 
Because if we use the basic CF-NADE model, we will 

have many models that depend on the number of users and 
rating range. Specifically, if we have N users and K ratings 
from 1 to K, we must use NxK basic CF-NADE model. Figure 
3 shows how the CF-NADE model shared parameters. 
However, in reality, with each user, the number of items that 
user rates is very small, making the model difficult to 
optimize, so it is necessary to share parameters between the 
models, use only one model for N users and K ratings So that, 
(13) and (15) will change to (16) and (17) respectively. 

h (rmo<i
) =g (c+ ∑ ∑ W:, moj

k
rmoj

k=1j<i )  (16) 

smoi

k (rmo<i
) = ∑ (bmoi

j
+Vmoi

,:
j h (rmo<i

))j≤k  (17) 

 where Vj, bj is shared by k ratings. 
 

Figure 3. Hybrid-DMF algorithm 

Figure 2. CF-NADE with sharing parameters 
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3) Training model with ratings’ ordinal information.  

The model can be trained by minimizing the negative log-
likelihood function (18). 

- log p(r)=- ∑ log p (rmoi
|rmo<i

)D
i=1   (18) 

The current cost function treats different ratings as 
different labels. The labels with the highest probability will be 
the true label and not capture the ordinal information. Zheng 
et al. improved the cost function by adding label ordering 
information. When the realistic rating is k, this improvement 
makes the probability from 1 to k ascending and from k to K 
descending. So that it helps predicted ratings more accuracy. 
Assume that user rates kth, then the rating from 1 to k has 
priority increase, and the value from k to K has priority 
decrease. Equation (19) is the improved function to compute 
the conditional probability of rmoi

= k, with given previous 

ratings rmo<i
. 

p (rmoi
=k|rmo<i

) = ∏
exp(smoi

j
)

∑ exp(smoi

t )
j

t=1

1
j=k ∏

exp(smoi

j
)

∑ exp(smoi

t )K
t=j

K
j=k      (19) 

Cost function will be change to (20): 

Chybrid=(1-λ)Creg+λCord  (20) 

where Cord is an ordinal cost (19) and Creg is a regular cost 

or negative log-likelihood (18) and λ is a hyper-parameter to 
determine the weight of Cord. 

4) Extend CF-NADE to a deep neural network. 
According to Zheng et al., the CF-NADE model can have 

one additional hidden layer. Figure 4 describes CF-NADE 
when adding one hidden layer. When added a hidden layer to 
the model, computational complexity will increase, and the 
calculation formula of that layer is as (21). 

h
(l) (rmo<i

) =g (c(l)+W
(l)h

(l-1) (rmo<i
))       (21) 

where l = 2, …, L correspond to the hidden layers and the 

conditional probability p (rmo<i
) is computed based on 

h
(L) (rmo<i

). The computational complexity is O(KD̂H+H2L). 

Where D̂ is the average of the number of courses that user 
rated, H is the nodes of the hidden layer. The Cost function is 
optimized using nonlinear optimization methods such as 
gradient descent. 

Two suggested models above have effective results. 
Therefore, we will apply these models to the MOOC 
recommendation system. For comparison, in section IV, 
experience and results, we will evaluate two models with 
others to indicate the outperformance of two models 
compared to other methods. 

IV. EXPERIENCE AND RESULTS 

In this section, we will compare our improve models with 
other models with the MOOC dataset. Then, we show the 
results and comments. 

A. Dataset 

We use only the Travel-well dataset in [24] for our 
experiment because some other datasets are not fit for our 
model or not public. The Travel-well dataset was collected 
from the LRE portal includes 20 content providers. It contains 
information about the ratings and tagging behaviors of 98 
learners in over six months (August 2008-February 2009), but 
there are only 75 learners rated for courses. In our experiment, 
we only use rating information. 

TABLE I. TRAVEL-WELL DATASET  

#learners (#users) #courses (#items) #ratings density 

75 1608 2156 0.0178 

B. Parameter Settings 

1) Parameter settings for Hybrid-DMF 
We run the experiment with the following configurations: 

Python = 3.7.6, libraries such as Tensorflow-gpu = 1.5.0, 
numpy = 2.1.0.  

Hyperparameter settings: learning rates = 10-4, max epoch 
= 30 because our improved model converges less than 30 
epochs, batch size = 256, early stopping = 5, the latent factor 
= 64 because with the number of latent factor < 64 we get 
wrong result and when the number of latent factor > 64, the 
result < when the number of latent factor = 64. The dimension 
of input user = 1024, and the item =512. The hyperparameters 
are tested from multiple hyperparameters and then choose the 
most optimal hyper-parameters. 

2) Parameter settings for CF-NADE 
The code runs with requirements: python 3.6.8. 

Dependence packages: Tensorflow (2.1.0), Tensorflow-gpu 
(2.1.0), Matplotlib, Keras (2.0.8), Pyspark (2.4.1). 

Hyper-parameter settings: Learning rate = 10-3, Hidden 
unit = 500, epochs = 20. The hyper-parameters are tested from 
multiple hyper-parameters and then choose the most optimal 
hyper-parameters. Specifically, the learning rate is chosen 
from 10-3, 5*10-4

 and 10-4, epoch is chosen from 20 and 50, 
hidden units are 500 and 1000. 

Figure 4. CF-NADE deep model 
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C. Metrics 

To evaluate performance, we adopted the leave-one-out 
evaluation. We use two metrics: Normalized Discounted 
Cumulative Gain (NDCG) in [31] to evaluate the ranking 
performance of the relevance courses. NDCG is a metric, 
which assigns the results at top ranks, scoring successively 
lower ranks (22) and Root mean square error (RMSE) (23). 

 

NDCG@K=ZK ∑
2ri-1

log2
(i+1)

K
k=1   (22) 

where ZK is the ideal ranking and has a value of 1; ri 
is the graded relevance of item at position i. We use the 
simple binary relevance for our work: ri=1 if the item is 
in the test set, and 0 otherwise. 

RMSE=√
∑ (rij-r̂ij)

M,N
i,j

#ratings
  (23) 

For the NDCG metrics, larger values indicate better 
performance and RMSE, smaller values indicate better 
performance. 

D. Results 

To validate the effectiveness of 2 above models, we have 
selected five algorithms for evaluations (3 classical 
algorithms and 2 deep learning models): neighborhood-based 
collaborative filtering methods on item-based (IBCF) [34], 
neighborhood-based collaborative filtering methods on user- 
based (Pearson correlation) [34], single value decomposition 
(SVD) [9], Probabilistic Matrix Factorization (PMF) [8], 
AutoEncoder based on Collaborative Filtering (AutoRec) 
[19]. 

Because SVD, item-based CF and user-based CF are 
classical algorithms and do not use nonlinear optimization 
methods like neural networks. Therefore, we only compare 
RMSE of PMF, CF-NADE and Hybrid-DMF by epoch. 

Table II shows RMSE on the test set between comparison 
methods. As we can see, two models we used have much 
better results than other methods. Hybrid-DMF has achieved 
the best RMSE (0.7916), and then CF-NADE (0.8283) for the 
second. 

TABLE II. COMPARISON RMSE OF HYBRID-DMF, CF-NADE, AND OTHER 

MODELS ON TRAVEL-WELL DATASET 

Models and Algorithms RMSE 

AutoRec 2.50037 

IBCF 1.3366 

UBCF 1.1016 

SVD 0.9063 

PMF 0.8651 

CF-NADE 0.8283 

Hybrid-DMF 0.7916 

 

 

TABLE III. NDCG@K WITH DIFFERENT TOPKS 

TopK Hybrid-DMF CF-NADE AutoRec SVD 

1 0.3467 0.3554 0.0019 0.4927 

5 0.3945 0.5505 0.0039 0.4875 

10 0.4701 0.6606 0.0040 0.4833 

20 0.5000 0.7694 0.0043 0.4800 

30 0.5493 0.8225 0.0059 0.4789 

50 0.5762 0.8665 0.0070 0.4770 

 

Figure 5. Comparison with RMSE of four models on Travel-Well dataset. 

 
Figure 6. Comparison with NDCG@K on Travel-Well dataset. 

Figure 5 shows the RMSE on the test set between PMF, 
CF-NADE and Hybrid-DMF, AutoRec by epoch. DMF has 
achieved the best RMSE. CF-NADE initially had a better 
RMSE than the PMF. However, later the CF-NADE has 
converged resulting in a better RMSE than the PMF. Finally, 
AutoRec has the highest RMSE error. 

Figure 6 shows the NDCG@K metrics with K = {1, 5, 10, 
20, 30, 50} of DMF, CF-NADE, UBCF, IBCF, AutoRec and 
SVD models. Table III is the detailed result with NDCG@K 
metric, respectively. In general, user-based CF and item-
based CF algorithms have a better NDCG than deep learning 
algorithms but predict course rating is much worse than deep 
learning. One of the reasons for deep learning algorithms 
shown with NDCG measurements is not high is that data is 
not sufficient. 
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V. CONCLUSION AND FUTURE WORKS 

In this paper, we improved the DMF model with a new 
loss function (Hybrid-DMF) and combined with the CF-
NADE model for the MOOC recommendation system. We 
evaluated the models on MOOC dataset in Europe. The results 
showed that the proposed approach is better than the other 
models with RMSE and NDCG@K measurements when 
evaluated on the Travel-well dataset. In the future, we will 
continue to improve DMF with some other loss functions. In 
addition, this model can be expanded from zero of implicit 
feedback to implicit feedback containing user feedback such 
as the click information. This model can also be improved by 
adding side information from users and items to get better 
accuracy. Improving CF-NADE can be done by implicit 
feedback information, such as user tagging for each course to 
improve the accuracy of the model. 
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