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Abstract—Bare machine computing applications including
Web servers, Webmail servers, SIP servers and SQL.ite require
a file system that can also be used with an OS such as Windows
or Linux. However, conventional file systems are OS-
dependent and cannot be used with bare PC applications,
which run without any OS or kernel support. This paper
describes the implementation of a novel FAT-32 based USB file
system for a bare PC, and provides details of its internal
structures and the file API. Implementing a bare machine file
system is challenging because it does not use any standard
system libraries and requires integrating the USB driver and
FAT32 file system with the bare PC application. The file
system can be used with any existing or future bare PC
application.
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FAT32; file system; USB.

l. INTRODUCTION

File systems provide a means for organizing and
retrieving the data needed by many computer applications.
Typically, they are closely tied to the underlying operating
system (OS) and mass storage technology. Bare machine file
systems are, in contrast, independent of any OS or platform.
Such a file system can be used with computer applications
that run on a bare machine with no OS, and also in a
conventional OS environment. The file system can serve as a
basis to support future bare machine database management
systems, big data systems, and Web and mobile applications
that eliminate OS overhead and cost. Furthermore, it can be
used in bare machine security applications that provide
protection from attacks targeting OS vulnerabilities. In
earlier work [14], a lean USB file system for a bare PC was
described and relevant design issues were discussed. This
paper focuses on the implementation and internals of a bare
machine USB file system. It also defines a file API for bare
PC applications.

The file system depends on the USB architecture [17],
USB Mass Storage Specification [21], USB Enhanced Host
Controller Interface Specification [6], FAT32 standard [15],
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and the bare machine computing paradigm. The file system
is stored on a USB along with its application. The USB
layout is similar to a memory layout providing a linear block
addressing (LBA) scheme. That is, a USB address map is
similar to a memory map. However, a USB is accessed with
sector numbers that are directly mapped to memory
addresses. It uses small computer system interface (SCSI)
commands that are encapsulated in USB commands. Thus, a
bare PC USB driver that works with this file system is

needed [12]. The FAT32 standard is complex and has a

variety of options that are needed for an OS based system as
it is required to work with many application environments.
The FAT32 options implemented in this system and the file
API are designed for bare PC applications.

Bare PC applications are based on the Bare Machine
Computing (BMC) or dispersed OS computing paradigm
[10]. This paradigm differs from a conventional approach as
there is no underlying OS to manage resources. This means
that the application programmer also has to deal with system
programming aspects. Resident mass storage is not used in a
bare PC, so applications are stored in a portable device such
as a USB drive or in the cloud. The application is written
primarily in C/C++ (with some assembly code) and runs as
an application object (AO). An AO includes its own
interfaces to the hardware [11] and the necessary OS-
independent device drivers. Bare PC applications include
Web servers [9], split servers [18], server clusters [19], email
servers [5], SIP servers and user agents [1], and peer-to-peer
VolIP systems [8].

The rest of the paper is organized as follows. Section 2
discusses related work. Section 3 describes the file API for
bare PC applications. Section 4 gives details of file system
internals. Section 5 presents functional operation. Section 6
contains the conclusion..

Il. RELATED WORK

There are many approaches to reduce OS overhead, use
lean kernels, or build a high-performance OS such as
Exokernel [4], 10-Lite [16], and Palacios and Kitten [13].
While the BMC paradigm somewhat resembles these
approaches, there is a significant difference in that bare
machine applications run without any centralized code in the
form of an OS or kernel. Flash memory has been used for
mass storage devices as in the Umbrella file system [7],
which also integrates two different types of storage devices.
In [2], it is shown how to improve performance by adding
cache systems at a driver level. In [3], a FAT32 file system
for high performance clusters is implemented.
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h= createFile(tn. saddr, size. attr)
deletFile (h)

resizeFile (h. size)

flushFile (h)

flushaAll O

Figure 2.  File API functions.

In [14], the design of a lean USB file system for bare PC
applications was discussed and an initial version of the file
system was built and tested. That work showed the
feasibility of developing a file system without any OS
support. However, the file system was not easy to modify or
use with existing bare PC applications. This paper describes
the implementation of an enhanced USB file system with a
simple file API for bare PC applications.

I1l.  FILE API

In a bare PC application, code for data and file systems
reside on the same USB. In addition to the application, the
USB has the boot code and loader in a separate executable,
which enables the bare PC to be booted from the USB. The
application suite (consisting of one or more end-user
applications) is a self-contained application object (AO) [11]
that encapsulates all the needed code for execution as a
single entity. For example, a Webmail server, SQL.ite
database and the file system can all be part of one AO. Since
no centralized kernel or OS runs in the machine, the AO
programmer controls the execution of the application on the
machine. When an AO runs, no other applications are
running in the machine. After the AO runs, no trace of its
execution remains.

An overview of the USB file system for bare PC
applications is shown in Figure 1. The simple API for the file
system consists of five functions to support bare PC
applications. These are (1) createFile(), (2) deleteFile(), (3)
resizeFile(), (4) flushFile() and (5) flushAll(). These
functions provide all the necessary interfaces to create and
use files in bare PC applications. The fileObj (class) uses a
fileTable data structure to manage and control the file
system. A given API call in turn interfaces with the USBO
object, which is the bare PC device driver for the USB [12].
This device driver has many interfaces to communicate
directly with the host controller (HC). The HC interfaces
with USB device using low-level USB commands.

Figure 2 lists the file API functions, and Figure 3 shows
an example of their usage. The parameters for the
createFile() function are file name (fn), memory address
pointer (saddr), file size (size) and file attributes (attr); it

char *ptr;

char *readaAarray;

FileObj fobj;

h = fobj.createFile(fileName,
&startaddress, &filesize, attr);

ptr = (char *)startaddress;

For{(i = ©; i < Ffilesizej; i++)
ptr[i] = ©; //write to file

for(di = @; i < filesize; i++)
readArray[i] = ptr[i]ls; //read Ffrom

file

fobj.flushFile(h);

Figure 3.  File APl Usage.
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GetReservedSectors() Oxe - Oxf (0x0236)
GetNumOfFats() 0x10 (02)

GetNumOfSectorsPerFat() 0x24 - 0x27 (0x0ee5)
GetSectorsPerCluster() Ox0d (08)
GetNumOfSectorsInPart() 0x20 -0x23 (0x003bafff)
GetClusterOfStartRootDir() Ox2c - 0x2f (02)
GetNumOfClustersInRootDir() (third entry in FAT, 04)
GetFATEntryPoint()

GetDirectoryEntryPoint()

Figure 4. USB parameters

returns a file handle (h). The file handle is the index value of
the file in the fileTable structure, which has all the control
information of a file. This approach considerably simplifies
file system design as it can be used as a direct index into the
fileTable without the need for searching. The deleteFile(h)
function uses the file handle to delete a file. When a file is
deleted, it simply makes a mark in the fileTable structure and
its related structures such as the root directory and FAT
table. The resizeFile() function is used to increase or
decrease a previously allocated file size. Thus, an AO
programmer needs to keep track of the growth of a file from
within the application. The flushFile() function will update
the USB mass storage device from its related data structures
and memory data. An AO programmer has to call this
function periodically or at the end of the program to write
files to persistent storage. The flushAll() interface is used to
flush all files and related structures onto the USB drive. Note
that the programmer gets a file address, uses it as standard
memory (similar to memory mapped files), and manages the
memory to read and write to a file. There is no need for a
read and write API in this file system. All standard file 10
operations are reduced to the list shown in Figure 2.

A significant difference between the bare PC file system
and a conventional OS-based file system is that an AO
programmer directly controls the USB device through the
API. That is, a user program directly communicates with the
hardware without using an OS, kernel or intermediary
software. For instance, the createFile() function invokes the

Address USB Layout
0 B S
oot Sector
0x00000200] — Reserved
0x0000040q ormation Sector Sectors
X
0x00046c00— \If(Oxﬂﬁﬁ)
FAT1
0x1DCAO00 0x0ees
0x00223600
FAT2
0x1DCA00 0x0ees
0x0040000
Root Directory
(One cluster)
0x00401000;
Prcycle.exe
(48 sectors)
0x00407000)
test.exe
File System Data .

Figure 5. USB layout.
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Memory Layout
0x0600
PSP-precycle.exe
0x0800 — )
Prcycle.exe Main ()
(Bare PC Menu, Loader) 0x3900
(48 sectors)
0x7c00
Boot Code (newboot.asm)
(Mini-Loader) IMP
0x00111000
test.exe
(fileobj. usbobj)
0x15800000
Boot
0x16402000 Rootdir
0x1640800
FAT1, FAT2
0x16602000
Cache area (file data)
0x18800000 -
File Table

Figure 6. Memory map

ileObj function, which in turn invokes the USBO function.
The latter then calls the HC low-level functions. In this
approach, an API call runs as a single thread of execution
without the intervention of any other tasks. Thus, writing a
bare PC application is different from writing conventional
programs as there is no kernel or centralized program
running in the hardware to control the application. These
applications are designed to run as self-controlled, self-
managed and self-executable entities. In addition, the
application code does not depend on any external software or
modules since it is created as a single monolithic executable.

Read bootsector and
information sector

¥

Parse parameters and use them
to develop a memory map from
USB layout

L 3

Read FAT1, FAT2_ Root
Directory into memory

v
Parse root directory entries to
read existing file data into
memory

L3

Update file table with existing
file attributes

Figure 7. Initialization.
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File File | starting | # of Start End Start
Index | size | cluster |Cluster | Addr. | Addr. Sect
(h) or #

Attr.

0 1 2 3 El = 6 7
File Name - 64 byte |
Figure 8. File Table Entry (FTE)

IV. FILESYSTEM INTERNALS

Building a USB file system for bare PC applications is
challenging. The system involves several components and
interfaces, and it is necessary to map the USB specifications
to work with the memory layout in a bare PC application and
the bare machine programming paradigm. Details of file
system internals are provided in this section to illustrate the
approach.

A. USB Parameters

Each USB has its own parameters depending on the
vendor, size and other attributes. Some parameters shown in
Figure 4 are used for identification and laying out the USB
memory map. These parameters are analogous to a schema
in a database system and are located in the Oth sector.

B. USB and Memory Layout

Figure 5 displays the USB layout for a typical file system
with 2GB mass storage. The boot sector contains many
parameters as shown in Figure 4. The reserved sectors
parameter is used to calculate the start address of FAT1
table. The number of sectors per FAT defines the size of
FAT1 and FAT2 tables, which are contiguous. The root
directory entry follows the FAT2 table as shown in Figure 5.

The number of clusters in the root directory and number
of sectors per cluster defines the starting point for the files
stored in the USB. The root directory has 32 byte structures
for each file on the USB. These 32 byte structures describe
the characteristics of a FAT32 file system. The layout in
Figure 5 shows two files prcycle.exe and test.exe. The first
file is the entry point of a program after boot and the second
one is the application. Other mass storage files created by the
application are located after test.exe. The bare PC file system
has to manage the FAT tables, root directory and file system
data.

The USB layout and its entry points are used to map
these sectors to physical memory. A memory map is then
drawn as shown in Figure 6. During the boot process, the
BIOS will load the boot sector at 0x7¢c00 and boot up the
machine. This code will run and load prcycle.exe using a
mini-loader. When prcycle.exe runs, it provides a menu to
load and run the application (test.exe). The original boot,
root directory and FATSs as well as other existing files and

usbo. ResetUSBPluggedIn()
usbo ReadUSBDesc()
usbo. SetupUSBQO
usbo.ClearFeature()
usbo. . WriteOp()

usbo. ReadOp()

Figure 9. USB operations.
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Figure 10. Analyzer trace.

data in the USB are also stored in memory to manage them
as memory mapped files. The cache area stores all the user
file data and provides direct access to the application
program. In this system, the USB and memory maps are
controlled by the application and not by middleware.

C. Initialization

The Figure 7 illustrates the initialization process after the
bare PC starts. During initialization, existing files from the
USB are read into memory and file table attributes are
populated. In addition, FAT tables and other relevant
parameters are read and stored in the system. If the file data
size is larger than the available memory, then partial data is
read as needed and the file tables are updated appropriately.
A contiguous memory allocation strategy is used to manage
real memory. Because the file handle serves as a direct index
to the file table, the file management system is simplified.

D. File Table Entry (FTE)

The FTE is a 96-byte structure as shown in Figure 8. The
file name is limited to 64 bytes including name and type. 32-
byte control fields are used to store the file control
information needed to manage files. These attributes are
derived from the root directory, FAT tables and memory
map. The file index is the first entry in the FTE and it
indicates the index of the file table. The index is also used as
a file handle to be returned to the user for file control.

E. File Operations

The five file operations in the bare PC system use the
data structures file table and device driver interfaces.

Mame = Date modified Type Size

= PRCYCLE.EXE 9/17/2015 3:52 P... Application 23 KB
=1 test.exe =0 015 3:52 P... Application 217 KB
Bl testl.bd 9/ 015 3:52 P... Text Docu.. 98 KB
| test2.bt 9 015 3:52 P... Text Docu.. 69 KB
|| testing 123456.tut 9/ 015 3:52 P... Text Docu... 49 KB
=] This is a long filename.bd 9/17/2015 3:52 P... Text Docu... 98 KB

Figure 11. Windows trace.
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Press any key to continue...
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BBOGFFFF  FFFFFFFF
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4534554 31784B49 20545654
534554 20202831 20545854
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86600000
06660000

Figure 12. Bare PC root directory.

The file system only covers a single directory structure.
When createFile() is called, it first checks the file table for
any existing file using the file name. If this file does not
exist, a new file is created with the given file name and
requested file size. Then an entry is made in the file table,
memory is assigned, and the root directory and FAT entries
are created for the file. When flushFile() is called, it updates
the USB and the call returns the file handle, which is an
index into the file table. Similarly, deleteFile() will delete the
file from the file table and flushAll() will update the USB
with all the USB data fields. The resizeFile() interface
simply uses the same entry with a different memory pointer
and keeps the data “as is” unless the size is reduced. When
the size is reduced, the extra memory is reset. All API calls
and their internals are visible to the programmer.

F. File Name

The file system supports both short and long file names.
At present, long file names are limited to 64 characters by
design since they introduce difficulties when creating the
root directory and file table entries. The FAT32 root
directory structure also results in complexity that affects file
system implementation.

00| [ERCYCLE EXE . . . ~1GIG. . ~1G.  3Z. .

0o |TEST EXE ... ~1G1G. . ~1G.. .d. .
Pf ) Ct. . YVVVVY . OVTVVVVVYTTYY . FVTEY
oo g, . f.1l.. . oe.n.an.e..... .=,
oo T h.i. =. o1 .= a 1 o.n.

00 THIS I~1TET H..
ff EB&.. . t.=.t..
oo te.=. b1
00 TESTIH~1TXET

LB WYYV VYYVYY .  VVVY
en.g. .1.2.3...4.5.
1G1G. L ~IGY PR

00 TEST1  THET .. .~1G1lG...~1GE. .. .

00 TESTz THET .. .~1G1G...~1G. .p...

a0 LT T
Figure 13. USB root directory.
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G. System Interfaces

The The USB file system runs as a separate task in the
bare PC AO. The AO has one main task, one receive task
and many application tasks such as server threads. The main
task enables plug-and-play when the USB drive is plugged
into the system. Each USB slot in the PC is managed as a
separate task. Tasks and threads are synonymous in bare PC
applications as threads are implemented as tasks in the
system. Each event in the system is treated as a single thread
of execution without interruption. Thus, each file operation
runs as one thread of execution. There is no need for
concurrency control and related mechanisms in a bare PC
application. The files generated in the bare PC system can be
read on any OS that supports FAT32 such as Windows,
Linux or Mac.

V. OPERATION

The file system is written in C/C++, while the device
driver code is written in C and MASM. The MASM code is
27 lines and provides two functions that read and write to
control registers in the host controller. The fileObj code is
4262 lines including comments (30% of the code), and one
class definition. State transition diagrams are used to
implement USB operations and their sequencing. For
example, some of the state transitions occurring during the
initialization process are shown in Figure 7. The fileObj in
turn invokes the USB device driver calls shown in Figure 9.

File operations can be done anywhere in the bare PC
application. The task structure that runs in the bare PC file
system is similar to that used for bare Web servers [9], and
runs on any Intel-based CPU that is IA32 compatible. Bare
PC applications do not use a hard disk; instead, the BIOS is
used to boot the system. The file system, boot code and
application are stored on the same USB. A bootable USB
with its application is generated by a special tool
U5 Web Server, Running on the bare PC, Touson University
Press any key to continue.., _ 5 b 7 8
Returned fron main task, nou i188088.cppupCnSet notFTnd  TaskiD
06060660 @6Aaca60
fiRPent  IPent

notfrlP SndINPtr
6666000

RCVZ

SndouTtr
66860080
TotTine ~ Revline  Httpline HTTP%  CPUZ
runfsk  CirCnt
© BABA1395 6ABBAGR1

RetCode

resCnt  dellat  State

HttpCnt ~ TotHIIP State  Retr TaskID
HaxNTasks MaxNTcbs TraceCnt
066606001 B60060A8 BABAAEGO
06006605 068ABB6At READ t
06BOBEAS BBGABE6A WRITE
164F2000 060AAR62 BAAAE166
1650A6A0  HBGABEAI BAAGAB3D
16516978 BBAAARA4 BABEAGGH
16527498 BBAABEAS 0ABAAA4I
Is State 0p

21 USBTSK:B060BGAS BABABASS

22 0P§ ART READDSC  SETUP  OPSt (00D 16602860

23 00060060 ©ABAAB3? 0BGABRAC FFFFFFI6 60060660 A6AAAAAE

[ #0686663 P
Figure 14.

DelCount
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#0668684 06AGAG10

This is a long filenane. txt
testing 123456, txt

testl. txt
test?. tat
SIZE

NoOfRsts UnMatReq taskDel
660686068 60686881

101Count Retcode TaskID
B666AAB2 BBAAGABE BABA1395

Bare PC screen shot.
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designed for bare PC applications. The USB file system was
integrated with the bare PC Web server for functional
testing.

The operation of the bare PC file system is demonstrated
by having two existing files (prcycle.exe and test.exe) on the
USB along with the boot code. Small and large files are
created by the application with file sizes varying up to 100K.
To demonstrate file operations, four files were created and
tested as described here in addition to the two files
prcycle.exe and test.exe on the USB (after the program runs,
there a total of six files on the USB). The data were read
from the files and also written to them using the file API. A
USB analyzer [20] was used to test and validate the file
system and the driver. Figure 10 shows a sample trace from
the analyzer that illustrates reset, read descriptors, set
configuration and clear. These low level USB commands are
directly controlled by the programmer (they are a part of the
bare PC application).

Figure 11 shows the six files that exist on the USB
displayed on the screen of a Windows PC. The four created
files can be read from the Windows PC. Figure 12 shows the
file system in the bare PC root directory in memory. This
directory is used to update the files until they are flushed.
Figure 13 shows the root directory entries on the USB after
the program is complete. Figure 14 is a screen shot on the
bare PC showing the four files (short and long) created
successfully by the system. The bare PC screen is divided
into 25 rows and 8 columns to display text using video
memory. This display is used by the programmer to print
functional data, and for debugging. The programmer controls
writing to the display directly from the bare PC application,
with no interrupts used for display operations.

VI. CONCLUSION

We described the implementation of a novel bare
machine USB file system designed for applications that run
without the support of any OS environment/platform, lean
kernel or embedded software. We also presented a file API
for bare PC applications. The file system enables a
programmer to build and control an entire application from
the top down to its USB data storage level without the need
for an OS or intermediary system. This implementation can
be used as a basis for extending bare PC file system
capabilities in the future. The file system can be integrated
with bare PC applications such as Web servers,
Webmail/email servers, SIP servers and VolP clients.
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