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Abstract—The usefulness of knowledge models for information
retrieval tasks such as digital resource tagging, query
expansion, and recommending, among others, requires that the
query concept be present in the model, i.e., exists matching. If
the query concept is absent in the ontology, exists matching
problem. In this case, it can be identified in the model other
sematic and syntactically closeness concepts to the query
concept. Once identified the closest concept is possible to
extract relevant knowledge from the ontology. The goal of this
work is to propose a solution to the problem mentioned, by
identifying those variables that can affect the closeness between
a query and concepts in a domain ontology. Using these
variables as a starting point, we propose 6 indexes for
measuring the degree of closeness. We present the results of
implementing a search-selection algorithm using indexes based
on exact words, contained words, coincidences in descriptive
fields, new words and approximate depth. These indices are
validated via a case study, and, from these results, we
recommend adjustments needed for building a global concept
closeness index in future works.
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l. INTRODUCTION

Information retrieval (IR) involves several processes,
among which we can distinguish indexing, query, search
and relevance assessment [1].

Knowledge models, mainly thesauri, terminologies and
ontologies, provide external knowledge that can semantically
enrich, either directly or indirectly, several tasks related to
information retrieval, such as digital resource tagging,
indexing, querying and recommending. For example,
indexing can either build an index by extracting information
for resource tagging or it can use the knowledge model itself
as an indexing system [2, 3]. Knowledge models are used in
the formulation and refinement processes to navigate among
the modeled concepts, and also in query expansion to
disambiguate or further specify the initial user query by
adding new information to the query [4, 5]. In relevance
assessment, knowledge models have been used to rank
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results according to relevance, in what is called “score of
results” [6].

Knowledge models can be used either manually, i.e. the
user defines the query through model navigation, or
automatically, through the use of algorithms that extract
relevant information. Despite the fact that manual extraction
can yield more precise results, its application is limited due
to the large size and structure of many models and because,
in most cases, users must have previous knowledge of the
model [7]. On the other hand, automatic knowledge
extraction allows using large knowledge models and makes
their structure transparent to the users. However, their use is
generally restricted to those cases where the query is exactly
represented in the model.

According to [8], an ontology is “an explicit specification
of a conceptualization”. Ontologies involve two parts: syntax
and semantics. The first considers symbols and the set of
rules for combining them, and the second refers to the
meaning of expressions. Ontologies rigorously specify a
conceptual framework in a domain, with the goal of
facilitating communications, interaction, exchange and
information sharing between different computational
systems.

Knowledge representation, therefore, requires domain
knowledge, representation languages and mechanisms for
inferring new knowledge. As indicated in [9], ontologies are
the tool of choice for formal knowledge representation
oriented to computer-assisted semantic analysis.

A problem associated to the use of knowledge models as
a basis for automatic knowledge extraction occurs when an
exact match to the query cannot be found. Then, the
knowledge model can be examined looking for concepts that
are closely related to the query. Accessing the concept
closest to the query in turn makes it possible to access other
semantically related concepts. That is, new knowledge can
be extracted and then utilized in any other information
retrieval processes, such as digital resource tagging,
indexing, recommending or query expansion.

This article describes an algorithm that, given a query,
extracts those concepts that are closest to the query from a
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given ontology. It also presents an analysis of the proposed
algorithm’s initial assessment.

The remainder of the article is organized as follows.
Section Il formalizes the problem considering the non-exact
correspondence between the query and the knowledge
modeled in the ontology. Section 111 analyzes previous works
related to syntactic and semantic similarity metrics, and also
to ontology-based query expansion algorithms. Section 1V
describes the research methodology, while Section V
describes the evaluation process, which includes validation
by experts, and the design and application of a questionnaire.
Section VI analyzes and discusses the results. Finally,
Section VII presents our conclusions and future research
directions.

Il.  THE QUERY MATCHING PROBLEM

In this section, we define the basic elements of the
matching problem, which are the query concept and the
domain ontology.

Query Concept: The user’s query is the query concept
(QC), which is formed by a set of words w, that is, QC =
{wy, . . ., W,}. Let QC’ be the same query concept after
linguistic processing, that is, after removing morphological
variations (stemming) and ignoring stopwords. Common,
frequently-used words generally do not provide information
and thus are considered stopwords. The set of stopwords
includes prepositions, articles, adverbs, conjunctions,
possessive and demonstrative pronouns, and some verbs and
nouns. Stopword lists are generally language dependent, but
some domain-dependent stop-word lists have also been built
[10]. Stemming is the process by which morphological
variations of the terms are extracted, e.g., conjugations as
well as prefix and suffix derivational morphemes. A
derivational morpheme is appended or prepended to a lexical
base to form a new derived word. Eliminating these
morphemes leaves only the root. Therefore, the lemma
represents the variations of the derived terms [11].

Domain ontology: in this work, based on [12], we define
a domain ontology as a triplet O={C, R, I}, where C is the
set of classes, R is the set of relationships between classes
and instances, and | is the set of class instances. Any concept
modeled in the ontology is represented either in the classes
or in the instances. Every ontology modeled concept (OC) is
a set of words such that OC= {vy, . . ., vy} The ontologies
have relationships related to concept taxonomies such as
is-a or part-of, even though they can also include domain-
specific relationships to take into account the modeling
requirements of the knowledge domain.

Considering the above definitions, the matching problem
between a query concept and the concepts modeled in a
domain ontology exists when:

AOC 0:QC'=0C

Most of the work in information retrieval that makes use
of knowledge models assumes that there is a matching
between the query concept and at least one concept in the
ontology. Although the query concept is absent from the
ontology, can be identified in the model other closeness
concepts to the query concept (QC). The degree of closeness
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to the query concept might be determined according to
syntactic and semantic variables. It should be noted that there
is little information about the query concept context to
determine the closeness between the query concepts and the
concepts in the ontology. Specifically, we only know the
concept (and set of words) and the domain of knowledge
where it is immersed.

Our proposal presents an algorithm aimed at extracting
those concepts in the ontology which are closest to a query
concept for which no exact match exists.

IIl.  RELATED WORK

The problem of matching a query to a domain ontology
has been studied in relatively few ontology-based query
expansion algorithms, most of which perform the query
expansion only if the query concept exists exactly in the
model, that is, there is a concept which contains the same
words keeping the same order [3, 4, 13-17]. Moreover, our
study of related work also reviews relevant syntactic and
semantic similarity measures, as they indirectly affect the
problem at hand. The similarity has been managed both
syntactically and semantically. The syntactic aspect is based
on the comparison of two strings and the semantic aspect
through the comparison between two concepts present in the
model. In the latter case exists two approaches: one based on
the structure and another based on the information content.

The edit distance measure (e) proposed by [18] is used to
determine the degree of syntactic similarity between 2 strings
A and B. It is defined as the number of removal, replacement
or append operations needed to convert string A into string
B

These semantic similarity measures consider that both
concepts are represented in the model. Other structure-based
measures use as a basis the number of nodes separating both
concepts. Proposed measures utilize variables such as the
depth of the lowest common ancestor (LCA), the local
density of the sub-tree containing both concepts, the distance
between the concepts and the types of relationships among
them. For example, the measure proposed by [19] is
calculated as the shortest route between the concepts. The
measure proposed by [20] is calculated as a function of the
depth of the LCA and the number of links between the
concept and said ancestor. The similarity measure proposed
by [21] is a function of the concepts’ depth, the depth of the
LCA and the shortest distance between the concepts. The
same authors propose another similarity measure that also
includes the local specificity [22]. Li, et al. [23] propose a
similarity measure that takes into account the shortest route
between the concepts, the depth of the LCA and empirical
information.

Information-based semantic similarity measures consider
the information content of the model’s derived nodes and
corpus statistics, such as the concept’s frequency in the
corpus and the corresponding inverse frequency. The more
information two concepts share, the higher their similarity.
Some similarity measures in this category are the ones
proposed by Resnik [24], which take the information content
of the LCA into account. Jiang and Conrath [25] and Lin
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[26] suggest improvements to Resnik’s measure which also
consider the information content of each concept.

The above mentioned semantic and syntactic similarity
measures are not directly applicable to the correspondence
problem, as they can be used only if both concepts are
present in the model. In our case, however, the query concept
is absent from the model. Nevertheless, these works are
relevant to formulating our proposed solution.

Previous work proposes a query expansion algorithm
based on domain ontologies [5]. The same work also defines
an algorithm for finding the concept closest to a query
concept not present in the ontology. The closest concept is
defined as the concept that contains the largest number of
words in common with the query concept, and that contains
the smallest number of words that do not belong to the query
concept.

IV. METHODOLOGY

Figure 1 shows the framework that describes how the
matching problem is addressed. In any IR process, when the
query concept is absent in the model, it is processed
linguistically. Then, the concepts that share words with the
query concept are extracted from the ontology. These
concepts are also processed linguistically to calculate the
indexes of closeness. Finally, based on the indexes, the
global concept closeness index is estimated.

INFORMATION RETRIEVAL
(information retrieval tasks : resource tagging, query expansion,

recommending, among others)

Qc
" — " Concept closest to
Linguistic processing the query
£4. o~ Stemming | CC’

Stopwords i

Qc’

CC
Extracts candidate € Indices of { Degree of
concepts ( closeness ( closeness
iyl
’ S

Domain Ontology

Figure 1. Matching problem framework.

We define the candidate concepts (CC) for a given query
concept (QC) as all those concepts present in the ontology
that share words with the linguistically pre-processed query
QC’. Linguistic processing includes stopword elimination
and plural extraction: in other words, a full stemming process
is not performed.

Let QC; be a query concept composed of a set of words
w, and QC’; is the linguistically preprocessed query. Also, let
OC be any concept modeled in a domain ontology, which in
turn is defined as a set of words v, such that OC; = {v,. . .,
Viph -+, OCh = {Vn, . . ., Vad. Then, if QC; is not present in
the ontology, we can say that OC,, is a candidate concept for
QC’yifand only if
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The closeness from the query concept QC’ and the
candidate concepts CC is a function of the following

1.-The number of words that match the query concept
words. Two types of coincidences, exact and contained, are
considered.

1.1.- A contained coincidence occurs when the query
concept word is contained within a candidate
concept’s word.

1.2.- An exact coincidence occurs when the query
concept word is syntactically identical to a word in
the candidate concept. The greater the number of
coincident words, the closer the query concept and
the candidate concept.

2.- Word positions. In addition to the coincidences
among the query concept’s words and the candidate
concepts’ words, the coincident word’s position is also
considered. Analysis of this parameter can vary according to
each language’s grammatical rules. A candidate concept’s
closeness to the query concept increases if word positions
also coincide.

3.- Number of new or mismatching words. This criterion
counts the number of CC words that do not coincide either
exactly or approximately with any query concept word. Stop-
words are ignored. The fewer the new or mismatched words,
the higher the candidate concept’s closeness to the query
concept.

4.- Concept depth. The depth is defined as the longest
path from the candidate concept to the model’s root class,
considering hierarchical is-a relationships. In a domain
ontology, the deeper the concept the more specific it is.

5.- Parent relevance. This item considers the parents of
the candidate concepts and quantifies the number of its
descendants that are also candidate concepts. Closeness
increases if a candidate concept belongs to a sub-tree with a
greater candidate concept density.

6.- Descriptive fields representation. This item considers
the occurrence of the query concept in any descriptive field
associated to the candidate concept, such as the <definition>
or <description> fields. Concept closeness increases if the
candidate concept’s descriptive fields contain the query
concept.

The 7 variables just mentioned are considered relevant
for determining the closeness between a query concept and
those concepts modeled in an ontology. Next, we show the 6
indices to be calculated by the algorithm for each candidate
concept. Each index takes values between 0 and 1.

Normalized exact word index

ip

C
oin, = _wordy Q)
" twordqc

where:
c_word_ex : Number of query words that are also present, exactly, in
the candidate concept (variable 1.1).
t_word_gc : Total number of words in the query concept QC, ignoring
stopwords.
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Normalized contained word index

- Cwordm
ind g, = " @

wordqc

where:
c_word_co : Number of query words that are contained in a word
present in the candidate concept (variable 1.2).
t_word_gc : Total number of words in the query concept QC, ignoring
stopwords.

Normalized new word index

—|1— 1:wordcc - (Cwordc[J + Cwordex ) ®)

nue
t

ind

word,

where:
c_word_ex : Number of words in the query concept that are also
present in the candidate concept (variable 1.1).
c_word_cc : Number of words in the query concept that are contained
in a word present in the candidate concept (variable 1.2).
t_word_cc : Total number of words in the candidate concept CC,
ignoring stopwords
t word cc—(c_word_cc + ¢c_word_ex): Number of new or mismatching
words (variable 3).

Descriptive fields coincidence index

m @)

COINes = t
word,.

where:
c_word_des : Number of words in the query concept that are an exact
or partial match to words in the candidate concept’s descriptive fields
(variable 6).
t_word_gc : Total number of words in the query concept QC, ignoring
stopwords.

Normalized aproximate depth index.

Given the computational complexity inherent to the
problem of exactly calculating a concept’s maximum depth
in a formal domain ontology, this index is defined as an
approximation to the candidate concept’s maximum depth
(variable 4). A formal domain ontology usually includes a
large number of modeled concepts, each of which can have
several parent nodes, therefore many routes to the root node
can exist.

To calculate the semantic distance each line of
inheritance has value 1. Therefore we assume that any
inheritance relationship with a class that belongs to another
ontology is assigned half this value (t_subclassof 0=0.5).
This avoids calculating the depth in external ontologies.

H Irldprof

ind . = -
PP max (ind )
cc of qc
ind ;= LU ®)
prof

psubclasso(f)

_ tsubclasso(f)
psubclassog) B
tclassO
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where:
p_subclassof_o : parent relationship average for all concepts in the
ontology.
t_subclassof_o : total number of subclass relationships in the ontology.
Subclass relationships have weight 1, while references to classes in
other ontologies or sub-ontologies have weight 0.5.
t_class_o : total number of classes modeled in the ontology that have at
least one parent (except for root nodes).
t_ant_cc : total number of parents of a candidate concept.
max(cc of qc): maximum approximate depth of all candidate concepts
for a given query.

Candidate density in sibling index (variable 5).

max CsiblingCc 6)
parent CC| {

ind,, =

den
siblingec

where:
max parent cc : maximum value among all the candidate concept’s
parents.
parent_cc : number of concept candidate’s parents.
c_sibling_cc : number of candidate concept’s siblings that are also
candidate concepts.
t_sibling_cc : total number of candidate concept’s siblings.

V. EVALUATION

We wanted to evaluate the algorithm by examining the
concepts it retrieves and determining their closeness to the
query concept. The algorithm is evaluated using the
Subcellular Anatomy for the Nervous System (SAO)
ontology, which is available in the OWL language. This
ontology provides a method for describing sub-, supra- and
macro-cellular structures. SAO “describes the parts of
neurons and glia and how these parts come together to define
supracellular structures such as synapses and neuropil”, and
was developed by the Open Biological and Biomedical
Ontology Foundry (http://www.obofoundry.org/crit.shtml)
with the stated aim of providing updated domain ontologies
in several knowledge areas for the scientific community [27].

For evaluation purposes, we utilize test queries extracted
from the syllabi of four central nervous system Anatomy
courses. Query concepts are extracted from the contents list
for each course. Details can be found in Table I.

TABLE I. SYLLABI USED FOR ALGORITHM EVALUATION

Course details

Learning and Memory: Activity-Controlled Gene Expression in the Nervous
System. Fall 2009 . http://ocw.mit.edu/courses/biology/7-340-learning-and-
memory-activity-controlled-gene-expression-in-the-nervous-system-fall-
2009/Syllabus/

Psychology 202 Biopsychology. Fall 2009.
http://courses.washington.edu/psy222/Syllabi/Psy%20202%20Fall%2009%2
Osyl.pdf

Neurophysiology 1012 and 2012. Spring 2009.
http://www.neuroscience.pitt.edu
Neuro 405- Neurophysiology Fall 2010.

http://webpub.allegheny.edu/employee/l/Ifrench/Neurophys%20syllabus%20
F06.htm

73 initial query concepts were identified. For each initial
query concept, the algorithm generated a list of candidate
concepts sorted by closeness, according to the scores of the 6
indices mentioned in Section 4.

Faculty from the Universidad Catolica de la Santisima
Concepcion, with professional experience in medicine,
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specifically in anatomy and cellular biology, participated as
experts in this study. At first, these experts were consulted to
filter the initial concepts and to select those that were
coherent with their research lines. Three experts agreed in
the selection of 7 initial query concepts. Table Il details
algorithm results for these 7 queries.

TABLE II. LIST OF INITIAL QUERY CONCEPTS USED IN THE FIRST
PHASE OF THE EVALUATION WITH THE RESULTS OF THE ALGORITHM
Indices
coinex  €oinco  nue coindes prof app den
Queries |t |[A B |A B|A B|A B |A B |A B
Activation {30 | 0 067[ 0 067 0 1 [053 1 | 0 067[004 1
of
the NMDA|
receptor
AMPA 310 067/ 0 067/ 0 1 [041 1 | O 067/0.04 1
receptor
endocytosis
APs- 24 0 033 0 033] 0 05047 1 0 133|011 1
Ca channels
Brain 70 O 0 1 0 033(013 1 1 2 (003 1
cerebro 11 0 033 0 033 0 0.33(013 1 |033 1 0 1
spinal fluid
Electrical 4910 025 0 0250 05027 1 0 05| 0 1
principles
of neuronal
function
Neurons 75| 0 1 0 1 0 1012 1 0o 2 0 1

t: total number of candidate concepts

coin_ex: normalized exact word index.
coin_co: normalized contained word index.
coin_des: descriptive fields coincidence index.
nue: normalized new word index.

prof_app: normalized approximate depth index.
den:candidate density in sibling index.

A: minimun.

B: maximum.

VI. RESULTS AND DISCUSSION

These results were analyzed using Pearson correlation
analysis [28]. This Pearson analysis was performed to find
correlations between the closeness rank specified by the
expert (on a scale of 1 to 10, 10 denoting greatest closeness)
and each of the indices proposed in Section 4. Analysis
results are shown in Table I11. Five of the correlation indices
were found to be positive relationships, that is, a higher
expert ranking yields a larger estimated index. Pearson
coefficients concentrated in the (0.46, 0.07) range.

The best correlation values for the closeness rank were
obtained for the new word index (0.46), the exact word index
(0.40) and the contained word index (0.40). On the other
hand, the least relevant correlation was obtained for the
descriptive fields coincidence index (0.07). This low
correlation can be explained by considering the poor
structure and flexibility allowed when filling these
descriptive fields. Additionally, it must be considered that
the goal of these fields is mainly to provide information to
other users.

TABLE IlI. THE CLOSENESS RANKING DETERMINED BY THE EXPERT
AND THE RANKING GIVEN BY THE ALGORITHMS AND THE CALCULATED
INDICES.
ordex-  ordex-app ordex-nue ordex-def ordex-prof ordex-dens
coinex
0.40 0.40 0.46 0.07 -0.02 0.19

ordex: closeness ranking determined by the expert
coin_ex: normalized exact word index.

coin_co: normalized contained word index.
coin_des: descriptive fields coincidence index.
nue: normalized new word index.

prof_app: normalized approximate depth index.
den: candidate index in sibling index.

Each expert evaluated the first 10 candidate concepts,
randomly sorted, for each of the 7 initial queries through a
questionnaire named “Concept closeness evaluation in a
domain ontology”. This instrument was designed to gather
expert opinions regarding:

e the conceptual closeness of the initial query concept

to the candidate concept,

e the closeness rank of the 10 candidate concepts, a
number from 1 to 10, where 10 denotes greatest
closeness.

In the first phase of the evaluation, a single expert was
chosen so as to do an exploratory case study. This was done
to find out “the relationship between the closeness ranking
determined by the expert and the indices computed for each
candidate concept by our algorithm”.

The expert evaluated the closeness of 10 candidates for 7
initial queries. Of these 70 measurements, 64 candidate
concepts (91%) were considered close and only 6 (9%) were
found to be not close or unrelated to the initial query. The
expert indicated that the strategy he applied was, after
determining closeness, to perform a top-down revision based
upon his experience with the candidate concepts in terms of
their composition relationships.
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The only index that showed a negative low correlation
was the approximate depth index, with a value of -0.02.
Beforehand, we expected a higher positive correlation, under
the premise that candidate concepts that are deeper in the
ontology are more specific, which would in turn yield a
higher closeness rank (closer to 10) with respect to the query
concept. However, the data shows that the deeper the depth
index the lower the closeness rank is, i.e. the candidate
concept has a ranking closer to 1. This can be explained by
noting that the query concepts (content lists of a course) and
the concepts in the ontology have differences in the
granularity/specialization. The query concept was assumed
to be very specific, so then a deep candidate concept would
be very close. However, not all query concepts are specific.
Then, if the query concept is of a general nature, its closest
candidate concepts will also be of a general nature.
Therefore, the relevance of the depth index depends on
whether the query concept is of a general or a specific nature.
Unfortunately, as the query concept is not present in the
ontology, we do not have information about its depth.

In general terms, our results show that the indices
proposed in this work are useful as a measure of the
closeness between a query concept and concepts modeled in
an ontology. As such, they can be used as a starting point for
the development of a global closeness index that can be used
to rank those concepts that are closest to the query concept.
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VII. CONCLUSIONS AND OUTLOOK

The usefulness of knowledge models for information
retrieval tasks such as digital resource tagging, query
expansion, and recommending, among others, requires that
the query concept be present in the model. This work
addresses the matching problem that occurs when the query
concept is not present exactly in the model. We postulate that
it is possible to find concepts that are syntactically and/or
semantically close to the query concept, even if the query is
not represented in the ontology, and that the closeness
between the query concept and a candidate concept can be
determined as a function of 7 variables. Based on these 7
variables, we define 6 normalized indices for estimating
concept closeness, which are the exact word index, the
descriptive fields coincidence index, the contained word
index, the new word index, the approximate depth index, and
the candidate index in siblings index. After a first evaluation
phase, we conclude that 5 of the 6 indices are positively
correlated with the closeness rank perceived by domain
experts. Moreover, one of the proposed indices warrants
further research as its incidence on closeness rank depends
on the generality or specificity of the query concept. This, in
turn, leads us to envision a mechanism that allows knowing a
priori a query concept’s depth so as to be able to calibrate the
candidate concepts’ closeness rank.

As future work, we must determine the degree of
incidence define in the closeness rank estimation. In order to
do this, we will perform a new evaluation with a larger
number of experts, and also we will consider changing the
knowledge domain area so as to generalize the results
obtained to date.
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