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Abstract—Web Service handlers are supportive functionalitie
and capabilities to the service endpoint such as aeity,
reliability and logging. In the common usage, theyperform
their executions in a single memory space with theervice
endpoint. However, by a suitable structure, they aa be
distributed to increase availability, scalability and
performance. On the other hand, the distribution neessitates
additional mechanisms to provide essential servicguality. In
this paper, reliability and message security for tk distributed
Web Service handler will be investigated. The benchark
results are provided to illustrate that the utilized reliability and
security mechanisms of the messaging for the handle
distribution are reasonable. With the fair cost, Wd Service
handlers are reliably and securely distributed.
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I.  INTRODUCTION

functionalities, inevitable for many cases, may seau
degradation in the service quality. A service endipwith
many handlers may suffocate in a single memory espac
Hence, it is wise to use additional computing povigris
brings the idea of distribution. There are diffdren
reasonable approaches for the Web Service harfdiete
distribution. Some suggest that they can be digeib as
services; others create a specific distributedrenment for
them. By creating a specific environment, a distéol
handler operating system provides a better enviesnim
especially, when the concern is performance. Howehe
distribution requires additional mechanisms to pevthe
suitable environment.

Security and reliability are among the most impaita
criteria that need to be considered when a digetbaystem
is being evaluated. This paper investigates réiigband
message security for the distributed Web Servicedleas

Web Service is a technology providing seamless an@nd their effect over the system performance. #st of

loosely coupled interactions, which help to builldtform
independent distributed systems. Web Service isidered
to be an ideal technology to provide new IT ardtiiees. It
is claimed that the age of proprietary informateystems
has come to an end and the age of shared sersied®ady

this paper is organized as follows. Section Il jues
information about the related works of reliabilignd
security. Distributed Web Service handler executisn
briefly explained in Section Ill. Section IV invaghtes
reliability. Section V gives details about the meaags

on its way [1]. In this new era, companies obtain o security. Finally, the paper will be concluded icgon VI.

outsource their IT capabilities in order to redule cost,
deploy solutions faster, and create new opporesniti

. RELATED WORKS

Software standards and communication protocols Reliability and security are very important for the

providing the common languages are at the foundaio

distributed applications. Many researches on sgcamd

different applications via these standards andopai$. In
short, Web Service provides opportunities so thaerde
and distributed applications can communicate witdtthe
other in a standard way.

Web Service integrates an endpoint and handlems in
common framework. It employs supportive functiotied
and capabilities, called as Web Service handlerpravide
a full-fledged service. These capabilities mightrélated to
security, reliability, orchestration, logging as lwas any
necessary capabilities for a distributed system.Wkb
Service may employ several handlers in a singkraation.

In other words, a chain of handlers can contribiatea
service execution. With these additive functiomedit Web
Services aim to offer better environment. On theephand,
overloading a service with required
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applications in [2] [3] [4] [5].

For Web Services, several standards are providethéo
security and reliability purpose: WS-Security [8]VS-
ReliableMessaging [7]. WS-Security addresses sgchyi
leveraging existing standards and provides a fraonkewo
imbue these mechanisms into a SOAP message. This
happens in a transport-neutral fashion. WS-Secdefines
a SOAP header element to carry security related. ddtis
header element contains the information definedXbL
signature that conveys how the message was sigmne#ey
that was used, and the resulting signature valiewise,
the encryption information can be inserted to tH@AB
header. In short, WS-Security presents an enddo-en
solution for Web Service security by keeping altiséy

supportive information in the related SOAP header element.
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The WS-ReliableMessaging specification offers an The execution of the messages is shown in the &igur

outline to ensure reliable message delivery betwten
sender and receiver.

The specification provides awoncurrently. Manager ensures that each message

Messages, stored in a processing queue, are esecute
is

acknowledgement based scheme to guarantee thatata executed without being interrupted by the remaining

transferred between the communicating entitiesh@lgh it
is for the point-to-point communication, the spreifion
also supports service composition and
interaction.

I1l. DISTRIBUTION

Web Service handlers are executable in the dig&ibu
environment to meet necessary requirements antbiode
enough computing power for Web Services. Distrifuti
improves scalability, availability and performanoé the
overall system. On the other hand, it brings cinglés. A
manager for the distributed Web Service handlerstrbe

employed to organize the execution which contains a

orchestration mechanism, explained in [8]. The myana

messages in the queue. Every message executioaireont
stages, which host the distributed handlers.

transactional A message in the processing queue is instantlyteeat

handlers of a stage. The handlers in a stage amited in a
parallel manner. The manager waits the completiothe
handler executions before starting the delivery toé

message to the next stage. This procedure contimtésll

stages of a message are completed. In this prosess
handlers are deployed to the remote machines,etwrity
and reliability of the messaging become importarie

reliability of a handler itself is also essentiar fthe
successful execution.

IV. RELIABILITY

also requires a decent execution engine to meet the Software reliability is described as the probapititat the

performance requirements. The details of the manage
provided in [9].
acceptable, which is investigated in [10].
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software functions without failures under given dibions

The distribution overhead must beduring a specified period of time [11]Reliability is also

measured in terms of percentage of failure circantss in

a given number of attempts to compensate for vangtin
usage over time [12]. For Web Services, althoudjhlyiity

is viewed by some researchers as a non-functional
characteristic [13], Zhang and Zhang describes anthe
more comprehensive definitions of Web Servicesbdity,
which is defined as a combination of correctnessiltf
tolerance, availability, performance, and interapdity,
where both functional and non-functional componeares
considered [14].

In this paper, the reliability will be investigatéa two
sections: the reliability originating from the haed
replication and the reliability coming from theligation of
a reliable messaging system.

A. Replicating handlers

Replication is critical to reliability, mobility\ailability,
and performance of a computing system. We benefin f
the replication in our daily life too. Even our lyodenefits
from the replications; we have two legs, handssegyed
ears. We keep a spare tire in our car to repldta ane in
an emergency. The important files are backed ugdoace
the probability of lost. Software systems alsoizgilthe
same strategy by replicating the data and the ctnmpu
nodes.

There are basically three replications: data, pe@nd
message. These concepts are extensively explorgtbjn
Data replication is the most heavily investigatede.o
However, the other replications are also very irtgourin
the distributed systems, especially for Serviceefsd
Architecture.

The process replication is particularly main ingéran
this paper because the intention is to investigtite
replication of the handlers. There exist two mapraaches
in this area. The first one meodular redundancy [16]. The
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second approach is callgatimary/standby [17]. Modular In the distributed Web Service handler execution
redundancy has the replicated components that perform thenvironment, a variation oprimary/standby approach is
same functionalities. All the replicas are acti@& the other utilized. The replicas are prioritized. The handi&ving
hand,primary/standby approach utilizes a primary replica to highest priority is assigned to execute a messHge.other
perform the execution. The remaining replicas waitheir ~ replicas wait until their priorities become highegthe
standby state. They become active when the primegoljca  system is able to change the priority during thecetion.
fails. When a fault occurs, the handler priority is mirded. The

The processes can be classified in two categonies; replicas are never allowed to be executed concilyren
consistency and consistency. The fist category hie t unless they are the instance of the stateless ér@ndiven
simplest one; the processes are stateless. Theptdeeep though they are allowed to run in parallel manrteey
any information for the processed data. Therefdhe, cannot join the processing of the same message. The
consistency is not an issue between the processasessages have to be different so that the pasatktution
Replicated instances can be allowed running coeatly.  does not cause inconsistency.

On the other hand, replicas may enter in an instersi When only one of the several replicated handlers is
state if the process is not atomic and statefatlohsistency executed, shown in Figure 2, the following formutarks
have been extensively investigated in [18]. for the reliability:

Replication is a very important capability where a "
handler is inadequate. Sometimes, a handler maybeot Rgy =ZPi R; 2
sufficient to answer the incoming requests. Thé&gasay i=1
line up so that the overall performance degradéss T where Rz is the reliability of the replicated handlers'

similar to a shopping center where the customersvaiting  €xecution,P; is the execution probability of the handler i
in the line to be served. The solution is to ade omore and}, P, =1

person to serve when it is necessary. Similarlygiragl a The reliability of parallel handlers with AND junech
handler to help the execution contributes the diveraand the reliability of serial handlers can be folated as:

performance. r

In addition to the performance, a replica can beraged Ry = 1_[ R; 3)
for fault tolerance. It is possible that a handlexshes. The i=1
replication contributes to the continuity of theeemtion and whereR;is the reliability of the handlers’ execution and
improves availability and reliability of the sereicwithout R is the reliability of the handler i.
using handler replication in the case of an ertoe, whole By using Formulas 2 and 3, the reliability of haerdl

computation cannot continue. The computation besomeexecution in Figure 3 can be formulated as:
more resilient with the handler replication. Theeextion

continues while at least one replica of every hanths not 2 2
failed. Ro=[ [Rix ) Prke *Rs (4)
For N handlers with the replication factor of Reth i=1 Ri=1
execution can be successful for R-1 failures perdiea. s )
The maximum allowable number of error is:
! Ro=]|Ri* ) Puiku (5)
Z R —1 1 i=1 Ri=1
where N is the nlLJ:rrl1ber of handleRs,is the replication whereR; is the reliability of handlers’ executioRi is
number of ith handler. The system cannot continise i the ith replica and,; = 1 for only one replicated handler,
execution even in a single handler fault wiere N: R, =  Whichis executed, and the value is O for the renfers.
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B. Reliable messaging

invoice event outlining the archival sequences,ciwhihe

The distributed handler mechanism benefits from twdhtity did not previously receive. Accordingly, thessing

different sources for the reliability of the messatglivery:
a messaging broker, and its own mechanism.

The messaging system, NaradaBrokering, provides
message level reliability. It also offers suppagtiv
functionalities for the messaging and grants veasonable
performance [19]. The messages can be queued up
several thousands and are gradually delivered #r th
destinations to provide a flow control for the negsag.
Additionally, it has Reliable Delivery Service (RPS
component that delivers payload even if a node {ab].

RDS stores all the published events that match itp w
any one of its managed templates, which contairséteof
headers and content descriptors. This archival atiper is
the initiator for any error correction, which isusad by the
events being lost in transit to their targeted idetibns and
also by the entities recovering either from dis@mtror a
failure. For every managed template, RDS also ragista
list of entities for which it facilitates reliabléelivery. RDS

events are provided to the receiver.

In addition to this, a reliable mechanism for Wedrn&ce
handler execution environment is built on the tdptie
reliable messaging that NaradaBrokering providebe T
distributed Web Service handler mechanism is abtepeat
tlge execution of a specific handler in the situatol a
failure. The decision of a failure is made when tégponse
is not received from a distributed handler. Theam be
several reasons behind being unsuccessful to gespanse.
The communication link may be broken as well as the
handler may not successfully process the messacpuge
of either an error or crash. The distributed Welvige
handler mechanism checks the possibilities by senthie
message several times to its destination. In ettempt, it
waits for a specific amount of time. This duratisneither
assigned or calculated by the system. After hagiexgeral
unsuccessful attempts, the message processing \witth s
to a replica if it exists. As it is discussed posly,

authorizations and credentials of the entities ¢eatterate or

and reliability.

template.

When an entity is ready to start publishing evemisa
given template, it issues a discovery requestrtad &ut the
availability of RDS that provides archival enviroem for

G7, 2 x Xeon Six Core, 2.93 GHz, and 48 GB memory
physical machines are utilized. The machines ataalized
to create four 4-core and 16 GB memory machinescaied
8-core 32 GB memory machine. These machines are

the generated template events. The publisher wil n connected to each other via LAN and share a common

circulate template events until such time thateiteives a
confirmation that RDS is available.

The publisher ensures that the events are stordRD&
for every template event that it produces. Afteccassful
delivery of the event to RDS, it is archived anch@ssage is
sent to the publisher to verify that the messagedgived
by RDS successfully. Otherwise, a message of faiuith
the related event id is sent back to the publisiidter
having the verification, the suitable matching emegiis
utilized to compute the destinations associatec white
template event.

storage system. Virtual machines use Windows S&©e8
R2 64-bit operating systems. The cost of reliabéemanism
of the messaging for the distributed handlers iswshin
Figure 4. The cost contains the time of reliabiitpcedures
to send the tasks to the distributed Web Servicelleas or
receive the responses back. The time for the hesidle
executions and the time for the messaging are d&dluo
illustrate only the reliability cost for varying s&age sizes.
The figure shows that the message size does rexttdfie
cost of the reliability of the messaging very muthe cost
is very reasonable when the reliability is a neitgdsr the

A subscriber registers with RDS. A sequence numbedlistribution.

linked with the archival of this interaction is ceded. The
number can be also described as epudtich signifies the
point from which the registered entity is authodze
receive events conforming to the template. Oncangplate
event has been archived, RDS issues a notificafitme.
notifications allow a subscribing entity to keepdk of the
template events while facilitating error detecti@nd
correction. Upon receipt of the notification, thebscribing
entity confirms the reception of the correspondieigplate
event.

When an entity reconnects to the broker networkraft
failures, the entity retrieves the template evehtt were
issued and those that were in transit before thityen
leaving. After the receipt of the recovery requ&ddS scans
the dissemination table starting at the sync rdlatgh the

entity and then generates an acknowledgment-respons
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V. MESSAGESECURITY

Security is one of the important issues for the gotimg
systems. The very critical data can be seen oredltey an
unauthorized person. This is increasingly importiérthe
data is transferred through the network, which ierem
vulnerable environment.

The second important part of the message formtteis
properties section. This part conveys the requadditional
information for the computing nodes. The informatican
be specific to a handler as well as generic fohaftdlers.
There is a property that contains a key for theygtion. It
is a session key which is created for a single agess

The local computing is not exposing its data to thd1owever, the session key can be utilized to segubap of

outside world very much. In contrast, this is i tase for

the distributed computing. The computation is stiare

between the nodes which may physically dispers¢h@n
distributed environment. The transmission of thetada
among the nodes may expose the critical informatbotne
dangerous vulnerabilities. Hence, the
channels must be secured in addition to the sgcofithe
computing entities.

NaradaBrokering, which is utilized for messagingsla ~Messaging [22]. _
esecuring XML messages by encrypting flagged XMLtpar

security framework that is able to support secur
interactions between the distributed handlers [Zlhe
security infrastructure consists of Key Managem@ahter
(KMC), which provides a host of functions specific the
management of keys in the system. At the same kG
incorporates with an authorization module to mantge
usage of the messaging. KMC also stores the enitiblic
keys.

NaradaBrokering has an authentication mechanism f
the publishers and subscribers, which are the ctnmgpu
nodes for the distributed handler execution. Foe th
authentication, publisher or subscriber sends ignes!
request by using private key. Every topic has accestrol
list which authorizes the subscriber. Similarly, access
control list exists for the publishers. After vésédtion of
signature, entity is permitted to be accessed byptlblisher
or subscriber according to the relevant accessadits.

The message traveling between the computing nades i

transporatio

messages to a distributed handler for a periodnué.tThe
payload containing the original message is encdyptethis
key before sending to its destination to keep thessage
integrity intact.

In many distributed design, secure data transnmissio
not discussed, the models rely on the existing ritgcu
technology such as Secure Socket Layer (SSL). Keyrett
al. investigates component base solution for XML
Ammari at al. provides architecture

each with different type of encryption depending data

sensitivity and importance level defined [23], UHig 6

demonstrates the secure messaging for the distdbut
handlers. The XML based message of the distributed
handlers is partially encrypted, only the paylo&ince
encryption via asymmetric key performance is wdismn
the symmetric key encryption [24], Advanced Encigmpt

gptandard (AES) symmetric key encryption algoritisnused

to encrypt the payload. A 256 bit session key eatad for
each message and passed within the message tdhtére o
computing node for decryption. The sender encrypts
session key with the 2048-bit public key of theeiger to
present the confidentiality. The related public key
provided by the KMC. RSA algorithm is used for tkey
encryption. Hence the only node, which has the embrr
private key, can decrypt the session key to gepé#ytoad.
When the subscriber receives the message, firall,at

described in Figure 5. It contains a unique idpprties and JeCrypts the session key carried within “enckeyj with

a payload. Unique message id is a distinctive néonea
message. The handler execution mechanism may rerst m
messages being executed in a moment. Hence, atifilefen
is a necessity to achieve the correct executions;
Universally Unique Identifier (UUID) generated i i
assigned to every message. The generator assatebédhe
won't be the same id in the system. Thus, thegtegives
enough guarantees that the message executionsoare
blended.

<context>
<id>4099d6dc-0b0e-4aaa-95ff-2e758722a959</id>
<properties>
<encKey>abcdef</encKey >

</properties>
<payload>

</.p.z.j1.yload>
</context>

Figure 5.  The message format for distributed Web Service leand
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its private key. Then, the session key is usedetrypt the
payload to get the original message.
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The cost of the security mechanism of the messdgimthe
distributed handlers

The benchmark showing the cost of the aforementione

security mechanism for the messaging is performethé
same environment with the reliability benchmarlscdissed
Section IV.B. Figure 7 shows the cost for varyiraylpad
sizes. The usage of the symmetric key encryptiaviges
reasonable execution time. Even though the religluffers
better results, the cost of security does not growy
exponentially for the increasing message size.

VI. CONCLUSION

While the distribution of Web Service handlers pdes

many advantages in terms of scalability, availabiand
performance, the environment necessitates reliabénd
secure messaging. The instruments, explained snpaper,
for the secure and reliable handler distributiord ghe
support tools of the utilized messaging broker grédme

necessary reliability and messaging security fois th
environment. The benchmark results show that th&sco

originating from the utilized instruments are adedje. The
replication of the handlers contributes the executiuring
failures. In short, the design of the distributece@ition
with the security and reliability offers a satisfay
environment for Web Service handlers.
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