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Abstract—Peer-to-Peer (P2P) systems present an advanta-
geous way to provide and share services [1]. Hence, P2P are
the major technology of access upon various resources on
Internet. Hence, P2P are the major technology of access upon
various resources on Internet. A particularly intriguing class
of distributed applications consists in Information Retrieval
(IR) systems. The issue of Peer-to-Peer Information Retrial
(P2PIR) is being tackled by researchers attempting to provde
valuable insights and to propose solutions to use it succdsty.
Nearly, all published studies have been evaluated by simuian
means, using well known document collections (usually ac-
quired from TREC). This practice leads to two problems: First,
there is little justification in favor of the document distri butions
used by relevant studies and second, since different studieise
different experimental testbeds, there is no common groundbr
comparing the solutions proposed. In this paper, we propose
CB a testbed for P2PIR based on P-Kmeans. CB, a cluster-
based testbed, allows to distribute documents. This work m&s
the start of an effort to provide more realistic evaluation
environments for P2PIR systems as well as to create a common
ground to compare the current and future architectures.
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I. INTRODUCTION
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successfully reflect the application scenario and theeefor
such evaluation results are hardly conclusive. Secondth e
individual considers a different testbed for experimental
evaluation, the mutual comparison and the quantification of
performance improvements become an impossible task.
Organising documents according to their content, and
consequently, achieving more accurate and effectiveexeti
is, arguably, one of the principal goals of IR research.
Document clustering has been a particularly active re-
search field within the Information Retrieval (IR) commuynit
[2][3][4][5]. The reason behind this, apart from a natural
human tendency [6], is that by clustering, documents rel-
evant to the same topics tend to be grouped together (the
Cluster Hypothesis [2]). Addressing these issues, we E®po
a testbed, suitable for the evaluation of P2PIR systems.
This paper is organized as follows. Section 2 defines the
notion of testbed and Section 3 reviews related work about
testbed in P2P retrieval. In Section 4, we detail our proposa
and we are showing our first experimental results in Section
5. Section 6 concludes and gives some open issues.

II. NOTION OF TESTBED

to provide and share services [1]. Hence, P2P are the major « Centralized Information Retrieval Testbed:

technology of access upon various resources on Internet.
Hence, P2P are the major technology of access upon various

resources on Internet. A particularly intriguing class of
distributed applications consists in Information Retalev

Dekhtyar [7] defines IR testbed by the following for-
mula:

Testbed = DataSet + Tasks + Answers + Evaluation
measure + Data Formats. Indeed, a testbed must pro-

(IR) systems. The issue of Peer-to-Peer Information Re-
trieval (P2PIR) is being tackled by researchers attempting
to provide valuable insights and to propose solutions to
use it successfully. Nearly, all published studies havenbee
evaluated by simulation means, using well known document
collections (usually acquired from TREC). On the IR side,
in a P2P network, the distribution of documents is, to
a significant scale, a result of the previous location and
retrieval. However, this also depends on the application
specification and/or on other non-functional requirements
that may be imposed (such as copyright consideration$, etc.
Defining and simulating user behaviour, especially in a very
large distributed system, is a complex and intimidating.tas
The problem with such approaches is a twofold. Firstly,
there are cases where the documents distribution does not
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vide the documents and the queries to be raised on
these documents. The answers to the queries are often
data provided by experts, together with the relevance
judgements. Evaluation measures are the tools which
the testbed uses in order to test the relevance of the
IR algorithms. Data Formats, relates to the existence
of testbed under various formats of possible data.
Distributed Information Retrieval Testbed:

In a distributed context, new information must be
defined; how to distribute the data on the various nodes
of a network and which replication law to apply? In
addition, we define the elements which a distributed
testbed must provide:

Distributed Testbed = documents collection+ queries
collection + documents and queries distribution method
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among peers + documents and queries replication [V. P-KMEANS: A CLUSTER-BASED TESTBED FOR

method among peers + evaluation metrics+ queries P2PIR

responses.
Based on this notion of testbed, we propose in this pape
a cluster-based testbed. Before presenting the main ésatur
of our testbed, it is important to present a brief state of th
art of some existing testbeds in a centralized and distbut

In P2P network, each peer usually has a homogeneous
Lollection of documents representing the interests ofsé&s.u
Intuitively, clustering similar documents will help to disver

seful resources and prune the searching space. Therefore,
clustering similar documents will benefit information re-

context. trieval in P2P systems.
I1l. BACKGROUND AND RELATED WORK Clustering algorithms partition a set of objects, docuraent
A. Testbeds for centralized systems in our case, into groups called clusters. The classical al-

gorithm K-means was introduced and drawing by Hartigan
20]. This algorithm is a classification tool that allows
serve a set of data in k homogeneous classes; k is fixed
y the user. It affects each object, randomly, to a region
and we iterate as follows: the centers of the different gsoup
'fare recalculated and each object is assigned to a new group,

ased on the nearest center. Convergence is reached when
he centers (also called (centroids)) are fixed [21].

But k-means also has drawbacks, among which we can

For centralized Information Retrieval, there exist an im-
portant number of standard centralized benchmarks, suc
as the yearly competitions conducted by the Text Retriev%
Conference, or TREC [8], DMOZ [9], etc.

TREC, co-sponsored by the National Institute of Stan
dards and Technology (NIST) and U.S. Department o
Defense, was started in 1992 as part of the TIPSTE
Text program [10]. Its purpose was to support research

within the information retrieval community by providing Co .

. . mention: the method does not scale to large data collections
the infrastructure necessary for large-scale evaluatibn 9ndeed, most traditional methods of clustering are easil
text retrieval approach. In 2001 and 2002, the conference X g Y

. . . T ) affordable but can not be applied to large collections of
organized evaluating campaigns segmentation, indexidg an

searching content in the video [11]. For each version ofjata' Their space complexity is often too great. It follows

TREC, NIST provides a collection of test. However, TRECthat it is mterestmg to seek an algorithm that is based on K-
: . : - Means to enjoy these benefits and that adapts to a large-scale
is only available to registered participants of the coniese

Other benchmarks repeatedly deployed in the literature in(_j|str|buted environment. To obtain a semantics distrdouti

clude the Initiative for the Evaluation of XML Retrieval, E?Mdé:ﬁrsegtn rlﬁtewgzzunmogitsycgleecftlirs; a\E)VF;lyngt]iie?jlgtﬁgtther
or INEX [12], benchmark. The test collection consists of a )

. Means takes into account that small collections. Following
set of XML documents, topics and relevance assessments.. .. . . .
Fﬂls finding, we used an empirical study to determine the

The topics and the relevance judgments are obtained througn .
a collaborative effort from the participants. On the orelin aximum number of documents processed by both K-
P P ' Means. The results of this study is that this algorithm seat

topic submission, retrle_val resu_lt SUb.m'SS'O”’ r_elevqudg- up to 5000 objectsif., documents). For this, we thought
ment task, and evaluation metrics will be provided by INEX. : ; : .
about implementing a clustering algorithm (Peers KMeans

Relevance assessments will be provided by the partlc;g)atlnor P-KMeans). The objective of this algorithm is to define

groups using INEXs on-line assessment system. a method of distributing documents on peer and overcome
B. Testbeds for decentralized systems the main drawback of the algorithm K-Means. P-KMeans
In recent years, distributed information retrieval system @/90rithm takes as input a documents collectiDi, the
based on Peer-to-Peer (P2P) architectures have been i!plumber of peers in the network k, the number of documents
creasingly attracting attention [13][14][15][16][17BN19]. in D?-' and t_he number of documents processed at each
These systems usually consider a collaboration of peerderation. It will output the set of k-cluster. _
where each peer stores a subset of the globally available The document distribution algorithm operates in three
documents. Being influenced by information retrieval inStages:
centralized systems, a substantial fraction of authors in « Clustering of documents:
the field of distributed IR evaluate their approaches by All documents in theDF collection is partitioned
partitioning well known centralized IR testbed collecton according to the number of documents processed at
such as the one provided by TREC, into (overlapping or each iteratiom. The pseudo-code for the partitioning
disjoint) fragments. However, the assignment of documents  is given by Algorithm 2. The notations used are sum-
to peers is not standardized and is performed differently  marized in Table I. The partitioning algorithm takes a
by the authors, rendering the comparison of experimental documents collectioni.e., documentsDF’), the num-

results a bothersome task. Also, built testbeds is a chgglen ber of documents iDF and the number of documents
in distributed information retrieval systems and in paric processed at each iteration as input. It produces the
in P2PIR systems. subsets of documents.€, DocDef). For any subset
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k : peers number in network. - -
n : fdocuments processed at each iteration Algorithm 1: P-KMEANS
df; . subset of documents. i . -
& . Hdocuments 1DF 1 Algon.thm. P-KMEANS(DF, k, N, n)
DF . documents collection. Input: .
P . k-clusters. DF: documents collection.
DocDef - setof all documents. k: peers number in network.
cluster Files . set of files containing documents clusters. : .
centroidFiles . set of files containing centroids clusters| N documents number i®F. ) ]
clusterCentroidsFiles : set of files containing centroids clusters, n: documents number at each iteration.
Table | Output:
P-KMeans ALGORITHM NOTATIONS. Pi.
2 begin
3 DocDef ::= partitionDFQ.F, N, n);
. 4 centroidFiles = {(};
df; of DocDef , we applyadaptedKMeans algorithm 5 | clusterFiles = {0};
(line 8-9) that takesif; and the number ok peers in 6 | clusterCentroidsFiles = {0};
the network as input. It produce$; documents groups 7 | foreachdf; € DocDef do
(i.e., clusterFiles) and these centroids groupsey, 8 cluster Files = cluster Files U
centroidFiles). . adaptedKMeansi;, k);
. Cluster_lng.of centro[ds:. . 9 centroidFiles := centroidFiles U
Centroids {.e., centroidFiles) already generated previ- adaptedKMeans;, k);
ously, are grouped by K-Means algorithm (line 10) to clusterCentroidsFiles =
produce centroids clustecl(ster CentroidsFiles). KMeans¢entroidFiles .k:)'
« Mapping between document clustering and centroids 1 - mapping(:luster'C’er,LtroidsFiles
H . k = )
clu_sterlng: . . . clusterFiles);
This step is the intermediate step between the clustering return (Py)
of documents and the clustering of centroids to obtain s end k

the conclusion of clustering documents. The pseudo-
code for this step is given by algorithm 3. The notations
used are summarized in Table I. The mapping algorithm
takes as input all documents clustersuiter Files)
and all centroids clustergdntroidFiles), it produces 1 Algorithm: partitionDF(DF, N, n) Input:

Algorithm 2: PARTITIONDF

k-clusters seti(e., Py). DF: documents collection.
N: documents number ifP.F.
V. EXPERIMENTS n: documents number traits at each iteration.
. . Output:
A. Experimental Environment DocDef.
o PeerSim simulator: 2 begin

To evaluate the approach proposed in this paper, we 3 DocDef = {0};
have chosen to use the PeerSim [22] simulator which is 4 for (i=0; i # Nl(n —1); i++) do
an open source tool written in Java. It has the advantage 5 df; .= PartitionDF, n, i) ;
of being dedicated to the study of P2P systems. It has an 6 DocDef := DocDef U df; ;
open and modular architecture allowing it to be adapted - return DocDe f
to specific needs. More precisely we use an extension g ang '
of PeerSim developed by the RARE project [23]. This
extension can be seen as a PeerSim specialization for
information retrieval.

« Source Data: nodes and the documents they possess, as well as
As a data set, we used "BigDataSet”, produced under  queries which will be launched on the network [25].
the RARE project [23]. It was obtained from a statis- « Routing Algorithms
tical analysis on data collected from the Gnutella [24] Routing models used here, are Gnutella and LPS.
system and data TREC collection, which allows us to Gnutella is a system that used a simple constrained
perform simulations in real conditions. BigDataSet is flooding approach for search. A query was forwarded
composed of a set of documents (25000), a queries set to a fixed number of neighbors until its time-to-live
(4999) , a set of peers (500) and a queries distribution  (TTL) in terms of forwarding steps was exhausted or a
on peers. It provides XML files describing the system loop was detected.
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Algorithm 3: MAPPING B. Testbeds for Evaluating

1 Algorithm: mapping(clusterCentroidsFiles, We performed our evaluation using the testbeds proposed
clusterFiles) in [28]. These testbeds are based on "BigDataSet” collagctio
Input: produced under the RARE project [23], and are designed to
clusterCentroidsFiles: set of files containing address a number of P2P IR applications through different
centroids clusters. document distributions and concentrations of relevantidoc
clusterFiles: set of files containing documents ments. The individual testbeds used are the following:
clusters. « UBZR: This testbed is designed for the simulation of
Output: systems where the documents are distributed uniformly
DocDef. across the peer population.

2 begin « RBZR: In this testbed, documents assignment is done

3 | DocDef = {0}; in a completely random manner.

4 | foreach (cluster; C clusterCentroidsFiles) « SB: This testbed aims to reflect a P2PIR scenario.

do Relevant documents are distributed among a small
5 foreach (c € cluster;) do number of peers. Each peer usually has a homogeneous
6 D, :=extractCentroidDocs( collection of documents representing the interests of its
clusterFiles); user.
7 c.=D,

C. Experimental Results

Our experiments aim to determine the impact of different
testbeds on routing algorithms performance. We compared
CB (based on P-Kmeans algorithm) testbed wWiBZR,
RBZR andSB. Figures 1 and 3 show the results for Gnutella

LPS is an algorithm for routing queries based onalgorithm when applying the different testbeds. Figure 2

learning implicit behavior of users that is deducted fromand 4 shows the results for LPS algorithm under different

queries history [26]. testbeds. Former tests presented here are, in our opinion,
« Evaluation Metrics very encouraging. By comparing our testbed with existing

In an IR system, the system’s success or rejectiorones, we evaluate that our testbed is competitive.

is based on how effectiveness is measured. Recall A search algorithm is substantially in influence by used

(R), Precision ) and F-score (the harmonic mean type of distribution. Indeed, a semantics data distribytio

of precision and recall) measures have been widelsuch the case o€B, gives the best results compared to

used as fundamental measures to test the effectivesther testbeds. Indeed, distribute data according to tiema
ness of IR systems [27]. LeRDR, the number of such asCB testbed, sought may be beneficial both for
relevant documents returned. LB, the number of flooding routing algorithm (case of Gnutella) and a semantic
relevant documents. Lé? R, the number of documents algorithm (case of LPS) and thus with recall and F-score.
returned. These measures are defined as follows:

8 return Py;
9 end

RDR 1 . .
= RD () 0.9% ., UBZR ——
RDR 08 SB 1
=== ) _ o7l o CB e ]
DR 8 06} RBZR =
PxR § 05¢F- T .
F — score = 2 x * (3) © gal *- ]
P+R 03| g
« Initialize simulation parameters g-i - . o
The simulation, of both algorithmisPS and Gnutella, 500 1000 1500 2000 2500
is based on the parameters: #Peers
— TTL (Time To Live): Maximum depth of research,
initialized to 5. Figure 1. Relation between Recall and Nbr of peers accortdirtifferent

. . evaluation testbeds for Gnutella
— Pmax: Maximum number of peers which the query

should be propagated to.

— Overlay sizee Number of peers in the network,
initialized to 500.

— Replication degree: We used the saméipf repli-
cation degree that is 40.
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