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Abstract—Disparity estimation in stereo video processing is a 
crucial step in the generation of a 3D view of a scene. In this 
paper, a multi-wavelet based stereo correspondence matching 
technique for video is proposed. A multi-wavelet transform is 
first applied to a pair of stereo frames. Correspondence 
matching is initially performed at the coarsest level and relies 
on coarse-to-fine refinement in order to reduce the overall 
computational costs. Correspondence matching is carried out 
using a global error energy minimization technique to generate 
a disparity map for each of the four multiwavelet basebands of 
the stereo pair. Information in the resulting disparity maps is 
then combined using an interpolation operator to construct an 
initial disparity map. The information in the initial disparity 
map is then progressively propagated to higher resolution 
levels, on a coarse-to-fine basis, leading to a dense disparity 
map. Experimental results were generated using two sets of 
wide baseline convergent multi-view test videos: Breakdancers 
and Ballet. Results show that multi-wavelets can be a serious 
contender to scalar wavelets, producing smoother disparity 
maps with less mismatch errors compared to applying the 
same global error energy minimization algorithm in the 
wavelet domain. 

Keywords- Multi-wavelets, Correspondence matching, 
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I.  INTRODUCTION 
Recent years have seen significant advances in 

multimedia technologies with stereo video and 3D-TV 
equipment becoming a familiar consumer presence. In stereo 
video, three-dimensional perception is achieved by 
simultaneously providing two views of a scene captured by a 
stereoscopic camera to each corresponding eye, typically 
with the aid of a pair of active glasses. The brain will then 
process this stereo information and based on the disparities 
between the corresponding elements of the two scenes 
‘convert’ it into a meaningful 3D internal representation. The 
key and the most complex operation in any stereoscopic to 
real 3D video system is disparity estimation, which needs to  
accurately find the correspondence points between the two 
stereo pairs and generate a disparity map for each frame pair. 
Using these disparity vectors in conjunction with the relevant 
camera parameters allows one to reconstruct a 3D model of a 
scene via conventional triangulation techniques. 
     Many stereo correspondence matching algorithms have 
been proposed over time, from feature based algorithms, to 
block-matching, pel-recursive, optical flow, and Bayesian-

based approaches.  Chien et al. [1] proposed a disparity 
estimation algorithm for mesh-based stereo images and video 
featuring a two-stage hybrid approach. In the first stage, an 
initial disparity map is generated using an iterative block 
matching algorithm. In the second stage, an iterative 
octagonal matching algorithm is employed to refine the 
disparity vectors. Another disparity estimation algorithm for 
stereo video based on epipolar geometry was reported by Lu 
et al. [2]. Their theoretical analysis and experimental results 
showed that their algorithm greatly reduce the search cost, 
while effectively tracking large and irregular disparities and 
being less sensitive to epipolar geometry estimation noise. 
Fan et al. [3] presented a disparity estimation algorithm for 
stereo video based on edge detection. This algorithm 
employs the characteristics of human visual system to reduce 
distortion around the edge regions. They report significant 
improvement in disparity estimation compared to other state 
of art techniques. Another disparity estimation technique for 
stereo video was proposed by Zhu et al. [4], which employed 
both spatio-temporal correlation and temporal variation of 
disparity field techniques. By using this technique, they 
achieved an important reduction in computational 
complexity compared to full search algorithms. 

Over the past years much research has been done to 
improve the performance of correspondence matching 
techniques, as well as reducing the computational cost of the 
search for the best match. Multi-resolution based stereo 
matching algorithms have received much attentions due to 
the hierarchical and scale-space localization properties of the 
wavelets [5],[6]. Correspondence matching can be performed 
hierarchically, leading to lower computational costs. 
Yongdong and Guiling [7] proposed a hierarchical multi-
resolution based block matching technique for disparity 
estimation in stereo video. They reported significant 
improvement in the smoothness of disparity field as well as a 
reduction in the computational load. Sarkar and Bansal [6] 
presented a multi-resolution based correspondence matching 
technique using a mutual information algorithm. They 
showed that such technique can produce significantly more 
accurate matching results compared to conventional 
correlation based algorithms at lower computational costs.  

Multi-wavelets offer a number of desirable properties 
compared to scalar wavelets such as their ability to possess 
orthogonality, symmetry and high orders of approximation 
all at once [8]. These properties could increase the accuracy 
of correspondence matching techniques while still exploiting 
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their hierarchical nature in order to reduce the overall 
complexity of the correspondence matching algorithms via 
coarse-to-fine refinement. Bhatti and Nahavandi [9] 
proposed a multiwavelet based stereo correspondence 
matching algorithm which makes use of the wavelet 
transform modulus maxima to generate a disparity map at the 
coarsest level. This is then followed by a coarse-to-fine 
strategy to refine the disparity map up to the finest level. 
Bagheri Zadeh and Serdean [10] provided an evaluation on 
different types and families of multiwavelets in stereo 
correspondence matching. They developed an algorithm 
based on normalized cross correlation. To generate a dense 
disparity map from the four basebands, a shuffling technique 
was used in case of balanced multiwavelets and a Fuzzy 
algorithm was employed in the case of unbalanced 
multiwavelets. Results showed that the unbalanced 
multiwavelets produced a smoother disparity map with less 
mismatch errors compared to balanced multiwavelets. 

This paper presents a multi-wavelet based stereo 
matching algorithm for video which employs a global error 
energy minimization technique. A multi-wavelet transform is 
first applied to the input stereo pair to decompose them into a 
number of subbands. The global error energy minimization 
algorithm is then employed to generate a disparity map using 
the coarse subbands. A median operator is then used to 
combine the disparity maps and generate an initial disparity 
map. The estimated disparity map is then refined at higher 
resolution levels, taking advantage of the hierarchical, multi-
resolution nature of the multiwavelets to efficiently generate 
a more accurate final disparity map.  

The paper is organized as it follows. Section II presents a 
brief review of the multi-wavelet transform. The proposed 
stereo matching technique is discussed in Section III. 
Experimental results are presented in Section IV while 
Section V is dedicated to the conclusions. 

 

II. MULTIWAVELET TRANSFORM 
Multi-wavelet transforms are similar to scalar wavelet 

transforms with some key differences. Classical wavelet 
theory is based on the refinement equations as given below: 
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where ( )tφ  is a scaling function, ( )tψ  is a wavelet function, 

kh and kg  are scalar filters and m represents the band 
number.  
     In contrast to wavelet transforms, multi-wavelets have 
two or more scaling and wavelet functions. Scalar wavelets 
have multiplicity 1=r , while multi-wavelets support 2≥r . 
To date, most multiwavelets have a multiplicity factor of 2=r  . 
      The set of scaling and wavelet functions of a multi-
wavelet in vector notation can be defined as: 
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where ( )tΦ and ( )tΨ  represent the multi-scaling and 
respectively multi-wavelet functions, with r scaling- and 
wavelet functions. A multi-wavelet with two scaling and 
wavelet functions can be denoted as [11]: 
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where kH  and kG are rr × matrix filters and m is the 
subband number.  

Unlike scalar wavelets, multi-wavelets can offer 
symmetry, orthogonality and approximation orders higher 
than 1 simultaneously. Similar to wavelet transforms, multi-
wavelets can be implemented using Mallat's filter bank 
theory [5]. A 2D multi-wavelet   transform with multiplicity 
two will produce sixteen subbands: four basebands and 
twelve high frequency subbands. A visual comparison of the 
resulting subbands of a 2D wavelet (Antonini 9/7) and 
respectively 2D multi-wavelet (bat01) is shown in Figure 1. 

 

III. MULTI-WAVELET IN STEREO VIDEO CORRESPONDENCE 
MATCHING  

A block diagram of the multi-wavelet based stereo 
correspondence matching technique for stereo video based 
on a global error energy minimization algorithm is shown in 
Figure 2. A stereoscopic video needs to be input to the 
system. For the purpose of this paper, two camera views 
from the multi-view sequences, Breakdancers and Ballet 
(generated by Microsoft laboratories using eight 
synchronized PtGrey color cameras) are chosen [12]. As 
these datasets were captured using convergent cameras, each 
frame pair needs to be rectified to suppress the vertical 
displacement. The epipolar rectification algorithm proposed 
by Fusiello and Irsara [13] has been used in this work to 
rectify each fame pair of the video input. A multi-wavelet 
transform is then applied to each rectified frame pair to 
decompose them into multi-wavelet subbands. The search 
for the best correspondence points starts at the coarsest level. 
The corresponding basebands in the two frames are passed to 
a regional based stereo matching block. The matching 
algorithm uses a global energy minimization technique [14] 
to generate a disparity map between the two input subbands.   
This global error energy minimization technique is briefly 
described   in Section III.A.  The output of the matching 
process is four disparity maps. These maps are then 
combined using a median operator to generate an initial 
disparity map. As the initial disparity map is estimated at the 
lowest resolution, the information needs to be progressively 
passed  on  to  higher  resolution  levels.  For  this refinement 
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Figure 1.  Single level decomposition of Lena test image (a) Antonini 9/7 
wavelet transform (b) bat01 multi-wavelet transform. 

process, the algorithm presented in [6] is used to propagate 
information in the coarsest level to the higher resolutions. 
Finally a median filter is applied to the last processed 
disparity map to further smooth the final disparity map.  

A. Global Error Energy Minimization technique 
The Global Error Energy Minimization (GEEM) technique 
[14] calculates a disparity vector for each pixel.  It searches 
for  the  best   match  for  each  pixel  in  the  correspondence 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Block diagram of multi-wavelet based stereo matching 
technique using the global energy minimization algorithm. 

search area of the other image using error minimization 
criterion.  For RGB images, the error energy criterion can be 
defined as: 
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where 1I and 2I  are the two input frames,  

),,,( yxen wwjiEr is the difference energy of the pixel 
),(2 jiI and pixel ),(1 yx wjwiI ++ , xd is the maximum 

displacement around the pixel in the x  direction, yd is 
maximum displacement around the pixel in the y  direction 
and  m and n are the image size. 

In order the GEEM algorithm to determine the disparity 
vector for each pixel in the current view, it first calculates 

enEr of each pixel with all the pixels in its search area in the 
corresponding frame. For every disparity vector ),( yx ww  in 
the disparity search area, error energy is calculated using 
Equation 4 and placed into a matrix.  Each of the resulting 
error energy matrices is first filtered  using  an  average  filter  
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Figure 3.  Two views of Multi-view test sequences, (a) 'Ballet’ and (b) 'Breakdancers.

to decrease the number of incorrect matches [15]. The 
disparity index of each pixel is then determined by finding 
the disparity index of the matrix which contains the 
minimum error energy for that pixel. In order to increase the 
reliability of the disparity vectors around the object 
boundaries, which is the result of object occlusion in images, 
the generated disparity map undergoes a thresholding 
procedure as it follows: 
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where ),(
~

jid  is the processed disparity map, ),( jid  is the 
disparity map, α  is a tolerance reliability factor, ),( jiEren  
is the minimum error energy of the pixel ),( ji  calculated and 
selected in the previous stage. Finally a median filter is 

applied to the processed disparity map, ),(
~

jid  to further 
smooth the final disparity map. 
 

IV. SIMULATION RESULTS 
In order to evaluate the performance of the proposed 

multi-wavelet technique compared to a similar wavelet based 
stereo matching technique which employs the same global 
energy minimization algorithm, both methods are 
benchmarked using two multi-view sequences, Breakdancers 
and Ballet [12]. Figure 3 shows frames 25 and 99 of the 
camera 4 and camera 5 views of Ballet sequence and 
respectively frames 51 and 99 of the two views (camera 4 

and camera 5 views) of Breakdancers video. The resulting 
disparity maps for the two methods using the GHM 
unbalanced multi-wavelet and respectively the Antonini 9/7 
scalar wavelet for the Ballet sequence (frame 25 and 99 from 
camera views of 4 and 5) and Breakdancers sequence (frame 
51 and 99 from camera views of 4 and 5) are illustrated in 
Figures 4(a) and 4(b). In these figures areas with intensity 0 
represent unreliable disparities. From Figure 4, it is obvious 
that the disparity map produced by the multi-wavelet based 
algorithm is more accurate and smoother than that of the 
wavelet based technique. The different spectral content of 
the multiwavelet subbands and the greater subband structure 
flexibility afforded by multi-wavelets enable the global 
energy minimization algorithm to generate more reliable 
matches from the multi-wavelet decomposition than from the 
scalar wavelet decomposition. 

V. CONCLUSION 

This paper presented a multi-wavelet based stereo 
correspondence matching technique for video using a global 
error energy minimization algorithm. A multi-wavelet 
transform with multiplicity of two decomposes the input 
rectified frame pairs into four baseband and twelve high 
frequency subbands. The resulting four basebands of the two 
views were then employed to generate four disparity maps 
using the global error energy minimization algorithm. The 
resulting four disparity maps were then combined using a 
median operator to generate the initial disparity map, which 
was then refined by hierarchically propagating it to the finer 
levels.  Results  show  that  multi-wavelets  can  be  a serious  

Camera 4, Frame25 
(a) ‘Ballet’ Multi-view Sequence 

Camera 5, Frame 25 Camera 4, Frame99 Camera 5, Frame 99 

Camera 4, Frame 51 
(b) ‘Breakdancer’ Multi-view Sequence 

Camera 5, Frame 51 Camera 4, Frame99 Camera 5, Frame 99 

Camera 4, Frame25 
(a) ‘Ballet’ Multi-view Sequence 

Camera 5, Frame 25 Camera 4, Frame99 Camera 5, Frame 99 

Camera 4, Frame 51 
(b) ‘Breakdancer’ Multi-view Sequence 

Camera 5, Frame 51 Camera 4, Frame99 Camera 5, Frame 99 
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Figure 4.  Disparity maps generated using wavelet based algorithm and the multi-wavelet based algorithm for (a) ‘Ballet’ multi-view sequence and (b) 
‘Breakdancers’ multiview sequence.

contender to scalar wavelets, producing smoother disparity 
maps with less mismatch errors compared to applying the 
same global error energy minimization algorithm in the 
wavelet domain. 
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