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Abstract -- This paper concerns different approaches to solve a
transportation problem. A new idea for solving the formulated
problem is developed. Three algorithms, named Highest Cost
Method (HCM), Reverse Vogel’s Approximation Method
(RVAM), and Reverse Russel’s Approximation Method
(RRAM), have been created. The properties of these algo-
rithms, including the accuracy and the efficiency, are evaluated
on the basis of the simulations made using the designed and
implemented experimentation system. Moreover, the paper
contains the results of the comparison between known algo-
rithms and the proposed algorithms. The comprehensive stud-
ies show that the proposed algorithms are more accurate; how-
ever, they require more processing time to find the solution.

Keywords- transportation problem; algorithm; heuristic; cost
reduction; experimentation system.

I. INTRODUCTION

The transportation problem is a well-known issue faced
by majority of companies. Transportation is usually the
main component of the company’s logistics budget [1].
Ineffective transport generates unnecessary costs that can
lead to wasting large amounts of money in a scale of a
whole company. Even the largest companies take sometimes
peculiar actions, e.g., avoiding the left turns in routes of
their delivery trucks to reduce the total costs of transporta-
tion [2]. Essentially, the main problem is how to move
goods from group of m sources to n destinations in a way
that minimizes the total transportation cost [3]. As the pace
of both industrial and economic development was increas-
ing, more and more goods started to be transported. These
changes include an increase in the need for transportation,
new types of transported goods, and new ways of transport-
ing them. At some point, the task of cost control in such a
system has become too difficult to be performed without
specialized tools.

Increasing attention in Internet and network services has
created new categories of transportation systems in order to
determine traffic of many different applications, e.g., P2P
multicast or Content Delivery Networks [4]. These new
adoptions of the problem define new requirements for ap-
proaches used to solve the problem. First of all, the solution
often has to be obtained quickly as the time is the key factor

affecting the quality of service and user experience. Moreo-
ver, for more complex problems with great number of
sources and destinations, obtaining the optimal solution is
often not possible in a reasonable amount of time. Because
of that, heuristic algorithms combining time efficiency and
capability of obtaining a close to the optimal solution need
to be used. However, the accuracy of these algorithms is
usually ensured at the expense of additional calculations.
This creates the challenge of balancing between the short
processing time and precise calculations when finding a way
to solve the transportation problem. This paper is an exten-
sion of our work in [5]. We propose three new algorithms:

• Highest Cost Method (HCM),
• Reverse Vogel’s Approximation Method (RVAM),
• Reverse Russel’s Approximation Method (RRAM).
The rest of the paper is organized as follows. Section II

presents the related work. Section III describes the transpor-
tation problem’s mathematical model and its most popular
representations. Section IV includes a description of the
main algorithms and the most important pros and cons of
their use. A new approach with the proposed algorithms is
described in Section V. Section VI and Section VII contain
the design of the experiments, next, their results, followed
by comments. The developed tool and its use are also pre-
sented. The paper is concluded in Section VIII followed by
the plans for the future work.

II. RELATED WORK

In [6], a fuzzy version of the transportation problem with
additional restrictions is examined. The fuzzy transportation
problem is characterized by fuzzy intervals as the unit costs
of the shipment links. In this paper, the problem was trans-
formed into the classical linear fractional programming
problem presented in [7]. A time minimization in a fuzzy
version of the problem is a subject of the research - in [8],
the authors present a procedure to obtain an optimal solution
which provides the longest time on active transportation
routes as well. A numerical example is included to validate
the presented approach. The problem with uncertain cost,
supplies, and demands rather than fuzzy variables is studied
in [9], where the authors discuss the possibility of transfor-
mation of the problem into the deterministic form. Problems
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that take into account both cost and time are presented in
[10]. However, this work is focused on finding new ways of
solving cost transportation problems - two new methods
(blocking method and blocking zero point method) are pro-
posed. While most of the methods solving the transportation
problem focus on minimizing only one factor, the work in
[11] solves the problem in such a way that both cost and
time are minimized. In [12], the novel Artificial Immune
Algorithm is presented to solve the Fixed-Charge Transpor-
tation Problem. In this modification of the original transpor-
tation problem, the total cost of transportation depends on
the unit costs and on additional cost associated with the link
use. The authors compare their work to most recent methods
[13] sowing that the proposed procedure is superior to them.
An ant colony optimization algorithm is presented in [14] as
well as an approach which uses both genetic algorithm and
local search in solving multi-objective transportation prob-
lem. The paper considers the problem with a cross-docking
network. The proposed algorithms reduce the total cost in
some type of transportation networks and perform better
than Branch-and-Bound method [15]. The authors empha-
sized the importance of heuristic algorithms, in particular
hybrid evolutionary algorithms in optimization problems.

III. TRANSPORTATION PROBLEM STATEMENT

The main assumptions of the problem are that the cost of
transportation between a given source and destination de-
pends on the quantity of goods transported (all the unit costs
are known) and the acceptable solution is the one that ex-
hausts supplies of all sources and fulfills demands of all
destinations without the negative values of allocations [16].
The considered problem is formulated as a set of formulas:
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The above expressions are described in the following way:
The total cost of the problem should be minimal, where
C(X) is the total cost, cij are the unit costs, and xij represent
allocations (1). The total amount of goods sent from each
source should be equal to its supply, where si are the
sources’ supplies (2). The total amount of goods sent to each
destination should be equal to its demand - di are the desti-
nations’ demands (3). All allocations should be non-
negative (4). In the balanced problems, the equation (5)
states that the sum of all supplies si equals the sum of all
demands dj, which means that there is a solution exhausting
all sources’ supplies and fulfilling all destinations’ demands.

A graph representation of the problem is shown in
Fig. 1. The sources and destinations are represented by
circles; they are denoted by si and di stand for the sources’

supplies and destinations’ demands, respectively. The ar-
rows represent the shipping links and the numbers placed on
them are the unit costs [16].
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Figure 1. Graph representation of the transportation problem.

The same problem may be illustrated by Table I.

TABLE I. MATRIX REPRESENTATION OF THE PROBLEM

d1 d2 d3 ⋯ dn

s1 c11 c12 c13 ⋯ c1n

s2 c21 c22 c23 ⋯ c2n

⋮ ⋮ ⋮ ⋮ ⋱ ⋮
sm cm1 cm2 cm3 ⋯ cmn

The table shows the matrix of costs (cij) and two vectors
representing the supplies of the sources (si) and the demands
of the destinations (dj).

IV. KNOWN ALGORITHMS

The most common algorithms for solving transportation
problems are based on the triangularity rule [3] saying that
the feasible solution is obtained after the operations:

Step 1. If the problem consists of only one source or des-
tination, set all the amounts of transportation to highest
possible. Go to STOP.

Step 2. For the next link xij to be considered, set the
amount of transportation to highest possible. Reduce the
problem using i-th source or j-th destination.

Step 3. Go to step 1.
The maximum possible amount of transportation in each

shipment link is calculated as the smaller number from the
two numbers of: supply of the source and demand of the
destination linked. It is noteworthy that the main idea of the
algorithm remains all the time the same; however, the tech-
nique sometimes is described differently. The changes con-
cern a number of steps and, what is more important, the
possibility of deleting the source and destination in one step.
This action results in obtaining the solution that is degener-
ated (uses less than m+n−1 shipment links). Deleting only
one source/destination at the time leads to allocations with
the value of 0 in the solution, which does not increase the
cost of the solution found, but allows using the solution as
an input to optimization algorithm.
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North-West Corner Rule (NCR). In this algorithm, the
links are considered in a sequence as they appear in the
problem matrix. This method is supposed to provide a fast
way of achieving a feasible, but not necessarily efficient
solution [17]. The step list of the NCR algorithm is:

Step 1. If the problem consists of only one source or des-
tination, set all the amounts of transportation to highest
possible. Go to STOP.

Step 2. For the North-West link (top left element in the
matrix of costs) xij:

a. If si > dj (supply higher than demand), then allocate
dj to this link. Decrease the si (i-th source’s supply) by dj.
Delete the j-th destination.

b. If si < dj (demand higher than supply), then allocate
si to this link. Decrease the dj (j-th destination’s demand) by
si. Delete i-th source.

c. If si = dj (supply equals demand), then choose ran-
domly action of 2a or 2b.

Step 3. Go to step 1.
The main advantage of this approach is that not all of the

shipment links are considered by the algorithm. Once the
source/destination is deleted, all other links leading from/to
node are omitted.

Lowest Cost Method (LCM). The main idea behind LCM
is to sort the connections by the unit cost cij and use the
cheapest ones first [3]. However, it is unlikely to use this
method to provide the final solution. The idea of using the
LCM as a heuristic algorithm is novel. The main advantages
of this approach are the simplicity, quickness, and way bet-
ter solution than the NCR. The solution returned by this
algorithm meets all the main requirements (exhausting all
sources’ supplies si and fulfilling all destinations’ demands
dj without negative amount of transportation) and is sup-
posed to be closer the optimal solution than the output re-
turned by the NCR. The step list of the LCM algorithm is
almost identical to the NCR. The only difference is in the
order of the links considered in step 3.

Vogel’s Approximation Method (VAM). The VAM is in
some sense an extension of the LCM. According to this
algorithm, the unit cost of the link is not the only determi-
nant of its position in a sequence. More important is the
difference between the lowest unit cost cij in a row/column
in the matrix of costs and the second smallest one. As the
next link to be considered, the one with the lowest unit cost
cij in the chosen row/column is selected [3]. The process of
the link selection in the VAM is as follows: (i) For each row
and column calculate the difference between two lowest
values of the unit costs in this row/column; (ii) Select the
row/column with the highest value of calculated difference;
(iii) Consider the link with the lowest unit cost in the select-
ed row/column as a next.

Russel’s Approximation Method (RAM). The RAM, like
the VAM, depends on the calculations made on the matrix
of costs while choosing the next link to consider. In each
step the maximum costs in each i-th row and j-th column are
found. The assist value (γij) is calculated to determine the
next link. The link with the lowest γij value is selected.

Optimization algorithm. This algorithm takes any valid
solution of the problem as an input and gives the best possi-
ble solution as an output. It checks the optimality of the
solution and finds the non-used connection that should be
used to reduce the total cost of transportation (if the solution
was not optimal). Adding the connection to the solution may
increase or decrease other allocations. Next, the described
steps are repeated. The algorithm stops when the solution is
optimal. The number of iterations done varies and depends
on the input solution – mostly on its accuracy. The detailed
description of how the algorithm works can be found in [3].

V. THE PROPOSED ALGORITHMS: HCM, RVAM, RRAM.

The main idea to design the proposed algorithms was
based on the approach that is opposite to the LCM. If it is
possible to use the cheapest links to transport goods, avoid-
ing the use of links with highest unit cost should result in a
similar solution.

The main problem of this approach is that the calcula-
tions of the minimum allocations assume that the values of
the supplies and demands will not change and it will be
possible to exhaust current supply/fulfill demand elsewhere
in further steps of the algorithm. When some allocations are
made, the previous assumptions cease to be valid. This is
why the algorithm calls itself with some amounts of trans-
portation pre-allocated and the corresponding supplies and
demands decreased [5]. In every step, the minimum alloca-
tion is calculated as:

}0,,max{min ijjiij sddsx ′−′−= ,   ∑
=

≠

=′

0kje
ik

ki ss ,   ∑
=

≠

=′

0ile
jl

lj dd
          (6) 

In (6), the s’i stands for the sum of all the unconsidered
supplies in this run of the algorithm except i-th; the d'j
stands for all unconsidered demands in this run of the algo-
rithm except j-th; the eij is a variable responsible for deter-
mining whether the link between i-th source and j-th desti-
nation was considered in this run of the algorithm (1 if it is
true, 0 otherwise). When a given source has enough other
destinations to send goods to, and a given destination has
enough other sources to receive goods from, both si − d'j and
dj − s'i are less than 0 and xij min gets the value 0. To im-
prove algorithm’s accuracy, the case when si − d'j = 0 or dj

− s'i = 0 is distinguished. When an allocation due to the
source is made, the amounts of transportation in all the other
unconsidered links of this source are set to their maximum
(calculating the minimum in the first link was based on the
assumption of allocating the maximum in all the other
links). The source and the destinations for which the maxi-
mum allocations were made are deleted and the algorithm
repeats. If an allocation is caused both by the source and
destination, only one of the above action chains is taken.
The step list is as follows:

Step 1. If the problem consists of only one source or des-
tination, set all the amounts of transportation to highest
possible. Go to STOP.

Step 2. For the next link xij is to be considered:
(a) If si − d'j < 0 and dj − s'i <0, then mark link as consid-
ered. Go to step 3.
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(b) If si − d'j ≥ 0 or dj − s'i ≥ 0, then choose the case:
(i) If si − d'j > dj − s'i (allocation due to the source),

then allocate si − d'j in this link and maximum in all of the
other unconsidered links of this source. Delete i-th source
and the destinations for which the maximum allocations
were made.

(ii) If si − d'j < dj − s'i (allocation because of the desti-
nation), then allocate dj − s'i in this link and maximum in
all of the other unconsidered links of this destination. Erase
the j-th destination and the sources for which the maximum
allocations were made.

(iii) If si − d'j = dj − s'i, then choose randomly action
from step 2b(i) or 2b(ii).

Step 3. Go to step 1.
The presented idea may be also used for creating reverse

versions of VAM and RAM - every single allocation results
with deleting one source or destination before the algorithm
continues until the only source or destination is preserved.
Then, the remaining allocations are made. The total number
of links used in the returned solution equals m + n – 1. It is
the exact number of the used links in the solutions obtained
by the methods based on the triangularity rule.

Highest Cost Method (HCM). This algorithm is a devel-
oped version of Expensive Means Less (EML), which was
presented by the authors in [5]. The HCM is based on the
main proposed idea of avoiding allocations on links with
high unit cost. In this algorithm, the most expensive links
are considered first. It is supposed to return solutions with
cost similar to those of the LCM, but recursive calls may
cause increase of its overall runtime. The only factor deter-
mining the order of the considered links is their unit cost.
This algorithm, as well as the LCM, is characterized by kind
of ‘shortsightedness’ - it does not take into account the con-
sequences of made decisions, e.g., avoiding one expensive
link may cause the necessity of the use a few others later
one, leading to an increase in the overall cost of the solution.

Reverse Vogel’s Approximation Method (RVAM). The
RVAM is based on the VAM algorithm, but it uses different
priorities during determining the next link to be considered.
While the VAM selects the minimum element of the
row/column of the cost matrix with the biggest difference
between two smallest elements, the RVAM chooses the
maximum element of the row/column with the biggest dif-
ference between two most expensive links. This can be in-
terpreted as seeking the link which, if avoided, would poten-
tially prevent the cost to increase the most. The step list of
the link selection process in the RVAM is as follows: (i) For
each row and column calculate the difference between two
highest values of the unit costs in this row/column; (ii) Se-
lect the row/column with the highest value of the calculated
difference; (iii) Select the link with the highest unit cost in
the selected row/column; (iv) Consider this link as next.

Reverse Russel’s Approximation Method (RRAM). As in
the case of the VAM and the RVAM, the RRAM combines
the original RAM approach with the proposed idea. To se-
lect the next link to be considered, the assist value γij is 
calculated. The link with minimum γij is to be chosen. 

VI. EXPERIMENTS

The objective was to test the efficiency and accuracy of
the implemented algorithms. The testing tool is an applica-
tion implemented in C# language using Microsoft Visual
Studio 2010. Class library ZedGraph was used to draw
charts and present the effect of the tests in a graphical form.

Experimentation system. The implemented testing tool
allows the user to select the range of the input data. The
final solution is an average of the tests’ results. As for the
number of goods transported parameter, the user is allowed
to input the average supply and the demand is calculated to
balance the problem. As the number of sources (m) and
destinations (n) varies during the tests, the problem of max-
imum size is generated and on each step of the test it is re-
duced to proper size. Then, the problem is balanced by in-
creasing the supply of the last source (sm) or demand of last
destination (dn) accordingly.

The tests were designed to deliver the information about
the main characteristics of the implemented algorithm,
which are processing time and cost found. To allow a more
valuable analysis, it is possible to get information about
processing time and cost reduction with optimization algo-
rithm enabled. Before the main part of the experiments, the
preliminary experiment was made to determine how the
results depend on the characteristics of the input data and
how to choose the input data to make the tests more reliable.
The experimentation system may be regarded as input-
output system (the block-diagram is shown in Fig. 2).

Experimentation
system

A
lg

o
ri

th
m

s

NCR
LCM
VAM
RAM

HCM
RVAM
RRAM

Number of sources
Number of destinations

Average supply
Sources to destinations ratio

Number of tests

Test parametres(IN) Quality factors (OUT)

Costs
Minimal costs
Relative error

Processing time
Optimization time

Figure 2. Experimentation system as input-output plant.

Experiments were conducted in order to investigate:
(i) Cost of the solution found by algorithms without op-

timization in comparison to the optimal one (depending on
the size of the input);

(ii) Relative error of solutions found by algorithms with-
out optimization (depending on the size of the input); (iii)
Processing time of the algorithms (depending on the size of
the input).

All the experiments were made with the number of tests
(single experiments) set to 10.

Preliminary experiment. The experiment consisted in test-
ing the total cost expressed by (1) obtained by the algo-
rithms depending on the size of the problem (m x n) defined
by the data matrix (see Table 1). For all algorithms, the
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same matrices (the same size of the problem) were tested,
e.g., 4 × 6, 6 × 4, 2 × 12, etc.

For any matrix, single experiments were repeated and
the averaged values were treated as the results of the exper-
iments. In Fig. 3, NCR and LCM solutions as well as the
optimal cost (marked as the OPT) are presented.

Figure 3. Preliminary experiment results.

It may be observed that NCR algorithm is about eight
times less accurate than LCM. Therefore, NCR was exclud-
ed from further experiments. In the next experiments, the
data in a range from 1 × 1 to 50 × 50 with the same number
of sources and destinations (m = n) were taken into consid-
eration.

VII. ANALYSIS OF THE RESULTS OF EXPERIMENTS

A. Cost of the Solution

The experiment was designed for finding the relation-
ship between the cost expressed by (1) and produced by the
known and proposed algorithms and the size of the input
measured by the number of shipping links. The results are
shown in Fig. 4.

(a) (b)

(c)

Figure 4. Cost comparison: (a) LCM with HCM, (b) VAM with RVAM,
(c) RAM with RRAM.

Two of the proposed algorithms (the HCM and the
RRAM) returned the solutions better than their known
equivalents. The HCM outperforms the LCM by approxi-

mately 29%. The RRAM returns solutions that are cheaper
than the ones returned by the RAM by approximately 25%.
In case of the VAM and the RVAM, the proposed algorithm
is not as good as the original one. The solutions of the VAM
are about 15% cheaper than those found by the RVAM.

B. Relative Error

To determine the accuracy of the algorithms, the relative
error of the returned solutions was examined as well. It was
calculated as the ratio of the cost of the solution found to the
minimal possible one (i.e., the cost of the optimal solution).
The results are shown in Fig. 5.

(a) (b)

(c)

Figure 5. Relative error comparison: (a) LCM with HCM, (b) VAM with
RVAM, (c) RAM with RRAM.

It may be observed that HCM and RRAM are found to
be remarkably more accurate than LCM and RAM by 43%
and 34%, respectively. In opposite, RVAM performed
worse than VAM by 24 %. It is worth to notice that the
relative error of all tested algorithms was correlated to the
size of the problem.

C. Processing Time

Two cases were considered: (i) The time of finding solu-
tion without optimization (called as algorithm alone), (ii)
The time spent on performing optimization procedure. The
results are shown in Fig. 6.

(a) (b)

.

Figure 6. Processing time comparison: (a) algorithms alone, (b) algorithms
with optimization.
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The comparison of the total processing times needed by
algorithms for finding the solution with optimization is giv-
en in Fig. 7.

Figure 7. Processing time comparison – the total processing

The created algorithms take more time to calculate the
solution. It can be explained by the recursive calls present in
the proposed approach. The optimization based on the HCM
and the RRAM solutions runs faster than the cases of the
LCM and the RAM. However, what was expected, the total
processing time is shorter for the classical algorithms.

VIII. CONCLUSION AND FUTURE WORK

In the paper, three created algorithms for solving the
transportation problem were presented, evaluated, and com-
pared with the existing ones. The HCM and RRAM found
better solutions than their literature equivalents. The solu-
tions closest to the optimal one were obtained by RRAM.
However, from the processing time point of view, the pro-
posed approach is more time consuming. Reasons of this
fact should be sought in a more complex way of calculating,
i.e., in recursive calls. The fastest is LCM, which sorts the
shipment links considering their unit cost only.

In general, we may conclude that, if the processing time
of the HCM and the RRAM satisfies the requirements of the
logistic systems, they can be used to provide a solution
more accurate than those of known algorithms.

As the future work, the influence of the ‘shape’ of the
problem (number of sources m to number of destinations n
ratio) on the results is to be tested, and extensions of the
proposed algorithms to some modifications of the problem,
such as fixed charge transportation, will be considered. The
most important are: (i) non-balanced problem [18], (ii) costs
of storage/shortage, (iii) blockage of a shipment link [19].
Moreover, it is planned to give opportunities for making
tests in automatic way [20], and to apply the idea of the
multistage experimentation [21].
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