Copyright (c) IARIA, 2014.

ICCGI 2014 : The Ninth International Multi-Conference on Computing in the Global Information Technology

Deductive Data War ehouses and Aggregate (Derived) Tables

Kornelije Rabuzin, Mirko Malekovic, Mirko Cubrilo

Faculty of Organization and Informatics
University of Zagreb
Varazdin, Croatia
{kornelije.rabuzin, mirko.malekovic, mirko.cubril@foi.hr

Abstract - In one of our previous papers, the idea of deduc-
tive data war ehouses has been introduced. It was shown how
to use Datalog rules to perform Online Analytical Processing
(OLAP) analysis on data. In this paper, we show how to use
Datalog rules to specify the data warehouse model (data
mart) aswell as how to add rulesthat produce aggr egate and
derived tablesthat are normally used to speed up the process
of retrieving data. Since it is good to have aggregate and
derived tables (to speed up queries), the main drawback is
that they require extra storage. Consequently implicit defini-
tion of such tables may seem inter esting.

Keywords: data warehouse, deductive data warehouse;
Datalog; aggregate tables; derived tables, data mart.

I INTRODUCTION

Data warehouses are popular due to the fact they ca .

efficiently store large amounts of data and data ba
analyzed by means of front-end business intelligenols
(Business Obijects, QlikView, etc.) that supportfedént
ways of analysis including drill down, roll up, i dice,
etc. One can find many different definitions of whadata
warehouse is. According to Kimball et al. [2] it“ss sys-
tem that extracts, cleans, conforms, and deliversce
data into a dimensional data store and then supjgord
implements querying and analysis for the purposeeof-
sion making."

Over the years many companies implemented many

(partial) applications and/or information systerattcov-
ered only one aspect of business. This was a conscsn
nario in the past any many companies have similalo-p

lems today because of such an approach. The main pr
lem is that these companies possess many hetemgene

applications and information systems that weret duy
means of incompatible technologies (different paogr

ming languages were used as well as different vedys

storing data) and it becomes hard (expensive) antks
time almost impossible to integrate data from allrses.
Now, one may ask why data integration is importarte

answer is obvious, especially today, when we knloat t

few good books [3][4][5][7] have been written ontala

warehouses and ETL; here we just want to emphd#iseze

importance of the ETL process but we will skip ttetails.

All information technology (IT) people, especialiyose

who were working on data warehousing projects, know

what end users are capable of doing and what restahd
bad data transactional sources do often contain.

Since the ETL process is very important, we tried t
develop a web ETL tool that had an educational @smp
nent as well. The main idea was to build a toot tuoald
help users to build a data warehouse and to ghielen t
during the ETL process. More details about the taol be
found in [6]; this is a paper that is under a reviat this
point in time.

When we talk about the data warehouse data moeel, w
distinguish two types of tables (Fig. 1):

Fact tables contain facts, i.e., numbers that are

used to quantify business processes (number of

sold items, number of items in stock, etc.). They
contain much larger number of records and small
number of attributes.

« Dimension tables (dimensions) contain much larg-
er number of attributes that are used to analyze da
ta in different ways and much smaller number of
records (when compared to fact tables).

|

Dimension

Fact tabl Dimension

| Dimension |—| |—|

|

Dimension

Figure 1. Star schema

When we discuss different data loading techniqoes,

data must be integrated and compared in order ¥®ma g qyid keep in mind that data loading is differand it

good decisions and in order to understand whakadiyr
going on.

depends on whether a data warehouse already centain

some data or not. We have to take care about diamens

When building a data warehouse many different stepgnq fact tables and we have to achieve some léyelral-

have to be carried out, but one process that te guicial
is the so-called Extract Transform Load (ETL) psxe
The goal of the ETL process is to extract datanffdiffer-
ent (non)relational sources), to transform dataa(thas to
be cleaned, business rules have to be obeyed hignigai-
ues have to be found, some attributes have to bgeche
some values have to be split, different formatsehavbe
unified, etc.) and to load data into the data wausk. A
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lelism, if possible. Because of that we distinguish
» initial load (a data warehouse is empty and akdat
have to be inserted),
» incremental load (we change existing records and
add new ones) and
» complete reload, i.e., refresh (some or all data ar
deleted and re-loaded again).
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Deductive databases are databases that use deductiv In [1], it was shown how Datalog rules can be used
rules to produce new information. They usually eomta  simulate and perform data analysis including slide
set of facts (they would correspond to rows intdefa a  down, what if, etc. The term used to describe tloeleh
set of rules (rules produce new piece of infornmgtiand  was new. The idea seems to be important in the saaye
certain integrity constraints that have to be fiatls One that deductive databases are important for datiysiman
of the main advantages of deductive databasebdipdst) regular databases. Some rules (from [1]) are gbalow
was the ability to specify recursive rules. Furthere, it  (Fig. 3). The first rule was used to find userse Becond
was possible to view in recursive queries as Weltecent  rule was used to perform drill down/roll up anaysin
years, recursive queries have been implementedfer-d data. The third rule was used to perform what-#lysis
ent database management systems as well. Heréstvee | on data. In [8], the idea was extended and somes mor
few courses and their prerequisites (Fig. 2): complex rules were added to perform the Recency Fre

guency Monetary (RFM) analysis.

prereq(math, databases).
prereqg(math, statistics).
prereq(databages, programming).
comes_before(X,Y):prereq(X,Y).
comes_before(X,Y):-prereq(X.Z).comes _before(Z.Y).

Figure 2. Deductive database —an example

In [1], the idea of deductive data warehouses leas b
proposed. Things are similar to deductive databases
some important distinctions exist and they arearpH in
the paper. The paper also shows how to perform OLAF
analysis on data, i.e., how to use Datalog ruleantayze
data. In [8], the idea was extended in order toashow
some other types of analysis could be implemented b
means of Datalog rules as well.

In this paper, we show how Datalog rules can bel use
in order to reduce the size of a data warehousee idie-
cisely, we show how to implement implicit aggregatel
derived tables. Although they are not physicallyplien
mented as such, their existence is sometimes ieffett

view materialization can significantly improve pmr
mances.

There are several different papers that exploreutiee
of Datalog and its role in data warehousing. Baultcet
al. [10], use rules in a similar way, but they fscon
knowledge discovery. Neumayr et al. [11] use Datdto
reason over multidimensional ontologies. Aligorale{12]
explore how to summarize and query logs of OLAP-que
ries. However the term deductive data warehousesvs
and papers on the topic cannot be found.

This paper is structured as follows: first the ddie
data warehouse is described. Then we say a fewsword
about aggregate tables, their role and ways hoimpte-
ment them. In the next section, we say a few walnzsit
derived tables. In both sections we show how dédhict
rules can be used to specify derived and aggreghles.
Then we show some experimental results. Finallg th
conclusion is presented.

Il.  DEDUCTIVE DATA WAREHOUSES

In this section, we say a few words regarding dedeic
data warehouses. Deductive data warehouses are quit
similar to deductive databases, i.e., they bothaioracts,
rules and integrity constraints. When talking abdeduc-
tive data warehouses, integrity constraints aresooim-
portant as in deductive databases because ETLngesig
are responsible that rules are obeyed and qudlitata is
ensured.
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user(X):-users(_,X).

drill down(X,Y.H,R):- X=year,
group_by((dates(B,F,Y . H.,L]), log(A,B,C,D)), [H],
R=sum(D)).

what_if(B.HR.Z W):-user_points(B,H.R,LP),
AisI+Z, Wis A*R.

compare(X,R):-addrange(Minv,Q1,Q2,Q3,Q4, Maxv),
(X >=Minv, X <QIl,Ris 1);
X=>=Q1,X<Q2,Ris2);
(X>=0Q2.X<Q3,Ris 3);
(X>=0Q3.X<Q4,Ris 4);
(X >=Q4,Ris 35)).

Figure 3. Datalog rules

In [1], a small example was used to show how deduc-

tive rules can be used to perform OLAP analysisiata.
ghe scenario model was quite simple; users perfidrme
some actions on certain dates and we needed tyrarthe
number of actions (this is a part of a real prgjdebr that
purpose several tables were defined (Fig. 4):

u users
CLid  int4

;E_I nare  warchar(30)

Reef Jog_to_users

=™ :
[, sction_id intd (FK) ':I atl.lons
(g e id it ()[R T toseora) B2
Q\\guser id int4 (FK) [E action warchar(zm)
iE_inumber_UF_acliorvs int4 [Edpeints_int4

Ref_log_to_dates

[ dates
Tl id int4
[ date  date
iEJ year int4
[E] quarter int4
B month int4
[B] ek int4

Figure 4. Data model
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Some of the rules that were used to analyze data a
listed above (Fig. 3). These rules were used téoper
simple queries that are not so common in data voasss,
as well as some more complex queries. Some otlhes ru
were defined as well, but for more information eéer to
[1] and [8].

In this paper we extend the idea and we show that D
alog rules can be used for other purposes as prigharily
for specifying aggregate and derived tables. In ribgt
section, we show how to use rules to specify agdgesg
tables that are used to improve performances.

Ill.  AGGREGATE TABLES

When we discuss tables that contain aggregate dat
their purpose is quite simple. Since fact tablesally
contain very large number of records, queries tisatfact
tables with large number of records can take tow.lo
Although people that use data warehouses knowtithat
needed to get results is much greater than therteeded
when a query is posed against a transactional asgathis
doesn’'t mean that we are not interested in reduthiag
time. Since fact tables could contain millions e€ards,
aggregation of a large number of records can kastral
minutes (or dozens of minutes). That is why wetabkes
with aggregated data, i.e., data that are pre-eabmi and
stored in order to improve query performances. Biypgl
tables with aggregated data queries can be answered
sooner, but on the other hand the size of a datahease
grows (in addition to initial load of data and tadiinto
account incremental loads that have to be carnigdo a
daily or weekly basis). But this is a trade-offttbae does
in order to speed up the access to relevant intosma

Once aggregate tables are added into the systden, di
in aggregate tables have to be maintained as Welldo
not discuss aggregate table maintenance any fuftimer
can extract data from original sources or one cantables
from the data warehouse), but it is important tnatries
that are executed on aggregate tables return the sa
sults as queries that use fact tables. Just to imax@nd,
when one uses aggregate and derived tables perfoema
can be improved up to several hundreds or thoudamds
because the number of records (and /O operatibes)
comes significantly reduced [9].

Once aggregate tables are created, the system toeed:
know how and when to use them. Although aggregat
tables are created, that doesn’t mean that it msdwese to
use them always, but in some occasions (most obptai
they should be used. In order to use aggregatestévhen
needed), there should exist a component that liedcab-
gregate navigator [9]. It has a number of tasks, the
most important one is to know which aggregate table
use and when.

One Business Intelligence (BI) tool that is usedhiis
paper is Business Objects XI. This tool has a coost

called @Aggregate_Aware that is used to specify tha

aggregate table exists and that it should be usedriain

queries (Fig. 5):
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EdIAPro pELTISS OIS MO RO LGN
Definition lPerErtiEs ] Advanced ] Kevs ] Source Information ]

Type:
| |Number

Descripkion:

Select:

@Aggregate_Aware(sumn(agg_kvartal_guantity, sumcfkolicing), sumiprodaja
kolicina))

Where:

Tables. .. | Parse |

]

Figure 5. Business Objects XI - @Aggregate_Aware

Cancel | Apply | Help |

When talking about aggregate tables, the most cammo
scenario is to create such a table by means otgy goat
uses GROUP BY clause and SUM() as an aggregate func
tion.

In this example, we show how to create a rule (imat
fact) represents an aggregate table (log file aisakcenar-
i0), but it is not materialized (Fig. 6). Datalogl€ational
System (DES) was used to implement the rules adtse
are presented below the rules (the first row mézaitsuser
1, Smith Peter, committed 645 actions in January):

user_month_age(A B, K,R):-
eroup_by((users(A,B),Jog(C,.D,A F).dates(D,H,L1.K,L)),
[A.B

K], R= sum(F))
DES=> user_month_age(A,B,C.D).

{
user_month_agg(1,'Smith Peter',1,645),
user_month age(1,'Smith Peter',2,637),
user_month_agg(1,'Smith Peter',3,573),
user_month age(1,'Smith Peter',4,585),
user_month agg(1,'Smith Peter',5,642),
user_month_agg(1,'Smith Peter',6,604),
user_month_agg(1,'Smith Peter',7,645),
user_month age(1,'Smith Peter',8,581),
user_month agg(1,'Smith Peter',9,564),
user_month _age(1,'Smith Peter',10,585),
user_month agg(1,'Smith Peter‘11‘626)‘
user_month _agg(1,'Smith Peter',12,593)

}

Info: 12 tuples computed.

Figure 6. Data aggregation

Now, when we want to compute the sum of the number
of actions on a quarter (year) level (hierarchly} idea is
that the system usesser_month_agg table and not the fact
table any more. Namely, the original fact tabldléchlog)
could be transactional. This would mean that ea&tion
that user did in the past was stored in the fadetan a
certain date and time. However, the log table W&have
stores the number of actions for each day, soatgeriod-

ic snapshot fact table.
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In Business Objects Xl it is quite easy to usedrier In order to calculate the number of actions on artgn
chies and such reports are easy to produce. InglEsi level by means of Datalog rules, we could defineila
tool one creates a hierarchy (we see Hierarchi@®dd  (uq) that looks like this (Fig. 10):

Fig. 7):
uq(A,B,ILR):-
(group by((users(A,B),log(C,D.A F),dates(D,H,ILT K.1)),
HiErarchiesioditors X [A.B.J]. R=sum(F))).
Igﬂ This editor allows you to set up dimension hierarchies For multidimensional analysis.
. DES> ug(A,B,J.R)
" Default Hierarchies {dimension objects) {+ Custom Hierarchies
Ca Y e {
Gy D Dk S = uq(1.'Smith Peter',1,1855),
3 Monkh ug(1,'Smith Peter'.2,1831),
s e SCEE uq(1,'Smith Peter',3,1790),
= | Bous Donil | ug(1,'Smith Peter',4,1804)

H
Info: 4 tuples computed.

Figure 10.Number of actions — quarter level
™ Unused gbjects only

[ ok | o | bl The rule uses the log fact table and groups therdsc
in order to get the result. The first row meangd thathe
Figure 7. Business Objects XI - Hierarchies Editor first quarter the user 1, Smith Peter, committeB518c-
) . -~ tions, etc. In DES, it took 17 seconds to answergihery.
Once hierarchies are specified, one can use them {fye can see that results in DES and in Businessc@bjé
Desktop Intelligence tool. Mouse over quarter calum gre the same, as one could expect (Fig. 8 and 6)g.

offers drill down to a lower (Month) level (Fig.:8) But since we already have a rule that calculates th
sum of actions on a month level, months could l=lyea
3;1:~J,",'59p Intellisence = Document?) M=E aggregated to a hlgher (quarter) level. For a mw']let
Fie Edit Yew Insert Formab Tnols Data Analysis Window Help & Y
i AT rev Tl o oo us add a rule that merges months and quartersi(Ejg.
) &
\ user_date(A B, J K R):-
‘ Report Title ‘ j user_month agg(A B KR),
dates(E,F,G. LK. I).
Id LELTY Quarter Sum of Number
1.00|Smith Peter 1855
700 [Smith Petar (ehiont] (=D DES> user date(A,B,C,D,E).
1.00[Smith Peter 3 1790 - {
1.00[Smith Peter 4 1804 i
Sum: 7280 f user_date(1,'Smith Peter'.1,1,645),
j‘ . 2 user_date(1,'Smith Peter',1,2,637),
=] reportt | 3 Report1 (1) ' . '
Last Exec: 2/11/2014 1:10 NUM W%;'S]n}tﬁ ;eter',é:ijgggg;
. . user_date(l, Smith Peter,2.4, .
Figure 8. Number of actions (quarter level) ik il :1 'Smith Peter';2;5;642);
We can see the month level results (Fig. 9) thaar user_date(1.'Smith Peter',2,6,604),
|y a few mouse clicks away: user date! 1,'Sl'l'llth Peter',3,7,645),

user_date(1,'Smith Peter'.3,8,581),
user_date(1,'Smith Peter'.3,9,564),

2 pesktopiniellisencasoEuments ._J._JLE ml;smith Peter‘?4: 1 015 85);
3] Fie Edt Vew Inset Fomet Tools Data Analysis Window Help & x| user date! 1,'Smith Peter’,4,1 1626),
EEETETR BEEX|H59c BIES®DI| £l - user_date(1,'Smith Peter',4,12.593)
= @

b
Info: 12 tuples computed |

Report Title ‘ E‘ Figure 11.Number of actions — month level
The first row means that the first user (Smith Pete
Id LETLTS Month Sum of Number . . . . .

.00Srth Peter i 55 committed 645 actions in the first month of thetfiquar-

D e o = ter, etc. Once months are joined with the date dane,

Sum: 185 we can aggregate on other attributes using thedilaten-
- sion (Fig. 12):
Ll | LIJ (Fig )

=) reportt | [ Reportt (1)

Last Exec: 2/11{2014 110 UM

Figure 9. Number of actions (month level)
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tation but this could be done in our future papéisthe

user _quarter(A.B,J,.X):- ¢ |
next section, we show how derived tables coulddes u

group by(user date(A.B,J.K.R), [A,B,]], X=sum(R)).
DES=> user_quarter(A,B,C.D).
{
user_quarter(1,'Smith Peter',1,1855),
user_quarter(1l,'Smith Peter',2,1831),

user _quarter(1,'Smith Peter',3,1790),
user_quarter(1.'Smith Peter',4,1804)

H
Info: 4 tuples computed.

V.

In this section, we present different types of wtita-
bles ([9]) and we show how to implement some offrtle
Datalog.

When talking about derived tables, several typesbea
distinguished. Pre-joined table is a table thatsista of
several tables that are joined together in ordespt®ed up
the querying. Further on, one can define derivbtbsathat
contain only a portion of data coming from origitatles,
etc. However, one has to have in mind that they bey

DERIVED TABLES

Figure 12.Number of actions — user quarter

When called, DES needed 17 seconds to calculate ti@Me quite big and they may require additional spac

result (we restarted the program in between). 1Bpli¢it

definition does not seem to be helpful exceptst jeduc-
es the rule as such. Namely, this rule is usedve ihe
same result (i.e., the number of actions on a quiatel),

but it does not use the log fact table any moresés the
implicit definition aggregate table, i.e., theer_date view.

In the next section we try to see what could happéme

rule was materialized.

IV. MATERIALIZED VIEWS — EXPERIMENTAL RESULTS

However, if the view was materialized (physically)
the time need to calculate the answer should behmuc
smaller. The next SQL statement was used to mkteria
the view (Fig. 13):

SELECT u.id "user", u.name "name",
d.quarter "quarter", d.month "month",
SUM(l.number of actions)

INTO uga
FROMusersu INNER JOIN logl ON(u.id=L.user_id)
INNER JOIN dates d ON(l.date_id = d.id)
GROUPBY 1.2,3.4
ORDER BY 3, 4;

Figure 13.View materialization (SELECT INTO statement)

This statement created a table callegh. Once the
view was materialized (in the form of a table), thsults
were calculated much sooner (it took less thancarsh).
The next rule usesga table to perform the grouping and
to calculate the result:

user_quarter m(A,B,C.D,X):-
group_by(uga(A.B,C.D.E), [A,B,C.,D], X=sum(E)).

Figure 14.Using materialized view (uga) in a rule

Of course, one has to have in mind that once data a

aggregated to a higher level, some lower level igser
cannot be answered any longer because the deilssa
More on materialized views can be found in [14].

Based on the previous discussion these would be som

basic prerequisites that the aggregate navigatoulgh
possess. It should be capable to recognize thatgafg
tables exist and it should be able to use thenituat®ns
when it makes sense. Here, we could extend theagipr
in order to make a Datalog aggregate navigatoremph-
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The first example is used to demonstrate how Dgtalo
rules can be used to create pre-joined tablesrdibename
dm stands fordata mart and it means that the rule would
contain data from three different tables (usersg, dmd
dates), i.e., it would represent a complete data (oaly
several rows are shown in the result):

dm(A.B.C.D.F.HLIK L)
users(A.B).
log(C.D,AP),
dates(D,H,LI.LK,L).

dm(A,B,C.D.F,HLLK,L).

dm(1,'Smith
Peter',4,362,1,date(2012,12,27),2012,4,12,52),
dm(1,'Smith
Peter',4,363,3,date(2012,12,28),2012,4,12,52),
dm(1,'Smith
Peter'.4.364.6.date(2012.12.29).2012.4,12.52),
dm(1,'Smith
Peter',4,365,2,date(2012,12,30),2012,4,12,52),
dm(1,'SmithPeter',4,366,5,date(2012,12,31),2012,4,12,1)

Info: 1464 tuples computed.

Figure 15.Data mart specification

We can see that data from three different tablasbea
accessed easily, from a single (implicit) data mdawev-
er, the time needed to calculate the data martanlie
less than 20 seconds.

Further on, we can define a rule that contains anly
portion of data from the original fact table; oresho add
a condition A=1 (Fig 16.):

portion(A.B.C.D):-log(A.B,.C,.D), A=1.
DES= portion(A,B,C.D).
portion(1,363,1.1),
portion(1,364,1,10),
portion(1,365,1.1),
portion(1,366.1,2)
}
Info: 366 tuples computed.

Figure 16.Partial fact table
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Here we select only one portion of the fact tablere
precisely only rows that refer to action_id = 1ti@gs in 1]
the paper were events such as read, update amﬂ).inse[z]
There are other possible ways to produce derivbtega
(one can combine two of the already mentioned agbro
es) or define other derived tables. For example, d&  [3]
rived table could be used to transform data (agertai
measures) from original table if there was a neediotso, [4]
etc.

VI. CONCLUSION

5

In this paper, it has been presented how dedudtite '
warehouses could use Datalog rules to specify ggtge [6]
and derived tables. On a number of examples itsivas/n
how to use Datalog rules in order to explain hogregate  [7]
navigator should behave and to demonstrate howr othe
types of derived tables could be built as well.efvfre-
ports were built in DES as well as in Business €bj&I|
and a small data warehouse was implemented in Po%-]
greSQL database management system. Implicit tadfle d
nitions may seem to be interesting as they do eqtire (10]
additional space, but only after view materializatiwe
noticed that performances were improved signifigant

Based on the previous results ([1]) it is now clieat
deductive data warehouses support OLAP analysifatan  [11]
and some other (more complex) analysis as welthils
paper, we have shown how to add support for derwet
aggregate tables and we showed that view mateiializ
is good for data warehousing purposes.

In future papers one could look at how to implement
aggregate navigator in Datalog. Furthermore, omese®  [13]
that it is not practical to work with dimension ligd that
have large number of attributes. Because of thatcomild ~ [14]
also explore and see how to create rules moreyemsd
how to pose goals more intuitively.

[12]
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