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Abstract—Peer-to-peer systems have emerged as an
attractive alternative to client/server approaches. By
efficiently leveraging the upload bandwidth of theend users,
BitTorrent becomes a standard for scalable content
distribution. In this paper, we concentrate on theoverall
performance of BitTorrent, in particular on impact of
physical media distribution, such as fluctuations ircable and
inside protocol parameter configuration. It is conalided that
the decrease of the default optimistic un-chokingirne has a
highly positive impact on the protocol performance.
Moreover, it is shown that the delay of the cliens network
connection has also remarkable impact on the perfonance
of the BitTorrent protocol.
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l. INTRODUCTION

In the past few years we can observe growing
popularity of peer-to-peer (P2P) networks. One lof t
peer-to-peer protocols is the BitTorrent (BT) [dgleased
ten years ago [2]. A recent analysis of the lafeaP
trends word-wide shows that BT s§ll the most popular
file-sharing protocol being recognized as the kifigP2P
traffic, because of generating approximately 45-78%o
all P2P traffic, and 27-55% of all Internet traffgj. In
our opinion, such a big popularity of this protodsl
caused mainly by relatively simple architecture aod
called tit-for-tat mechanism. Tit-for-tat (TFT) oy} [4] is
used in BT to encourage each peer to upload tor othe
peers while downloading [5]. Dongyu et al. [6] slenv
that with TFT a peer with a smaller upload ratel wét
slower download speed.

In this paper, we do make an attempt of some-aspect
analysis of the BT protocol on the basis of resofs
simulation experiments. The simulation environmmiaty
have some advantages in comparison to the reabrnetw
Firstly, we can manage the peers in swarm paramttat
in the real environment are random, e.g., the nurolbe
peers in swarm. Secondly, the whole experimenthan t
real environment would last days, weeks or eventh®on
[7], when using BIT-SIM it takes up to couple ofmtes.
Thirdly, in simulation environment we have an
opportunity to create a proper scenario, propediith
and type of internet connection that would be ial re
world also very time-consuming activity.

Our experimentation system was implemented in
OMNeT++ simulation environment. This implementation
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was based on De Vogeleer, Erman, and Popescu ideas
described initially in [8] and next, developed a3 £IM
simulator [9]. After analysis of the obtained resubf
preliminary experiments, we stated the followinga@&ch
theses: (i) that optimistic un-choking session srhave a
big impact on overall BitTorrent performance, (ihat
link delay fluctuations may have a negative influeone
BitTorrent downloading mechanism of efficiency.

The rest of the paper is organized as follows. iSect
Il provides a review of simulators used for modgland
P2P network and BitTorrent file-sharing system. This
review is based on the related works. In Sectidrthié
simulation environment is described, including meds
network processes. In Section IV, we present theegot
of research and an experiment design. The resilts o
investigations are presented and discussed ind®e¢tin
correspondence to our research theses. Final renaaik
some ideas for future research appear in Section VI

1. RELATED WORKS

There are number of existing P2P simulators. Is thi
section, we will overview some of these simulators.
Traditional packet-level network simulators pows
accurate low-level models of the network haadw
and protocols but are too detailed to be effecin
analysis of large scale P2P networks. For exantipdens-
family environment, including the most widely used-2
simulator [10]. However, ns-2 and ns-3 simulatoase
weaknesses: (i) they are too detailed to be effedtn
analysis of large scale P2P networks, and (ii) they
very troublesome in adapting to P2P simulation bsea
of the complexity and interdependency between
simulation modules (scheduler, core simulator madel
protocol models, and application level models). sSkhe
disadvantages cause difficulties in attempt to rektthe
functionality of simulator with new models.

Many research teams have created their own overlay
simulators. Some of them are used by experimenters,
including PeerSim [11], P2PSim [12], OverSim, Sid
(Trust Overlay Simulator) [13]. Some of them aredaly
specific purposes and, thus, they are not efficitemt
general P2P protocol evaluation. NeuroGrid Simulato
[14] is focused on simulating searches over content
distribution network. Query-Cycle Simulator [15] &
cycle-based simulation framework for file-sharin@PP
network. However, CANSimulator [16], FreeNet
Simulator [17] may support network protocols, irtihg
BT protocaol, either.
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There is an existing implementation of BT in GPS
(General P2P Simulator) environment [18]. Moreover,
validation of this BT model was made by comparigdo
a small scale network, also performance of the kitou
is not so good, even the current version [19]. ®tieer
known implementation of BT protocol is in OMNET++
simulator [9]. This BT model was composed from éhre
basic modules, including Tracker, Tracker Cliemda
Peer-wire. These modules correspond to the priesipf
BT actions.

The performances of many various P2P file sharing
systems and BT system have been modeled in various
ways. Qiu and Srikant [6] constructed a simple dflui
model based on the Markov chains [20] describing th
dynamics of the BT system. In [21], a statistical
mathematical model is presented, which describes th
evolution of BitTorrent.

In [22], Jun and Ahamad discussed the properties of
the incentive mechanism of BT. Their analysis, Hase
the experimental results, showed that the original
incentive mechanism of BT can induce free ridingeyr
proposed a game theoretic framework that is mdoesb
against free riders than the original mechanism.

Also several analytical studies of BT inceati
mechanisms are presented in [23][24][25]. It wasvah
in [23] that BT mechanisms cannot prevent a systiema
fairness through a set of simulations. Tian, Wul aly
[25] found that the standard tit-for-tat strateggniot
improve file availability. They proposed an inndvattit-
for-tat strategy.

This brief review might show that various aspedts o
P2P networks and properties of BT protocol havenbee
just discussed, analyzed and described in litezatlihe
objective of this paper is checking the impact ofms
mechanisms on efficiency of BT, and making an gbtem
in finding some improvement of tit-for-tat mechanis

I1l.  SIMULATION ENVIRONMENT

The implementation of the BT protocol in OMNeT++
environment was based upon the mainline clientiemers
4.0.2 presented in [26]. The mainline client is sidered
as the reference implementation of the BT prototbk
choking and rarest first algorithms are implemerjtest
as they have been presented in [27].

The algorithms associated with BT, e.g., the peer
selection and the piece selection can be implerdeinte
different ways. Creating simulation environment, take
into consideration the following assumptions:

e All messages are responded immediately.
Processing time for a message is zero (in
simulation time), except for piece requests,
which have a configurable response delay.

¢ Leecher starts downloading from another peer at
the moment it is un-choked by that specific peer.

« A new block is requested immediately after a
block has arrived from a peer, provided that the
client is not choked in the meantime by that peer.
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* Handshakes and bit-fields are exchanged without

processing delay.

* Response delay is used only when handling piece

requests.

» Piece selection algorithm can be configured from

the default *.ini file.

* Swarm sizes are easy configurable by changing

only one parameter in the default *.ini file.

e BitTorrent clients are created dynamically upon

start-up of the simulation.

¢ Maximum swarm size of a simulation is not

explicitly defined - it can be altered by

configuring two parameters: the amount of
clients connecting during the simulation run and
the session inter-arrival time.

Many of the parameters of a BitTorrent swarm have
not been previously considered that is why some
assumptions regarding the input distributions odsth
parameters were necessary, including the expomentia
seeding time which was taken as proposed in [19].

V.

The main part of experiment design — parameters
used for the simulation scenarios - is presentédhlsie 1.

EXPERIMENTAL SETUP

TABLE . SIMULATION PARAMETERS FOR SCENARIOS
Parameter Value
Number of seet 1
Number of peel 20C
Max number of connectior 20C
Number of peers request 50
Session inte-arrival time Exponential, p = 12,3
Link delay Uniform, [50, 400]m

Bandwidth throughpt
Asymmetric link
Initial piece distributio
Request waiting tin

Asymmetric- 4Mbps/1Mbp
Yes
0%
Exponential, 4 = 100r

Block size 215 (32768)byte
Simulation run 20
TABLE Il.  PARAMETERS OF TORRENT FILES
Parameter Value
Number of piece 120t
Piece siz 62144 byte
Download piece si: 74825472 byte

Choosing the number of peers equal to 200 and the
number of repeating simulations per scenario etpal
represent an acceptable trade-off between simaolétioe
and the number of resulting data to be obtainece Th
reason of taking a single seed is giving opporiesifor
starting to upload a new content in the networke Th
maximum number of connections equal to 200 is the s
of 199 peer connections and the single tracker ection.

The value of the swarm inter-arrival time was steldat
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random from the results reported in [28]. The distion
parameters for link delay and bandwidth were setbtd
cover a large spread of possible link types. Howeite
may be observed that with this chosen data theosess
and message dynamics correspond to real-world
environment. The initial piece distribution of eapber
was chosen to be uniformly distributed. The patame
represents the ratio of pieces available afoiaing
peer when it enters the swarm (the inisakd always
has all pieces). Which specific pieces are availabl
selected randomly. This was done to reflect the tlaat

the measurements reported in [28] were performed on
swarms that already contained active peers alreéady
possession of pieces of the content. Request \gditime,
generated by different delay created processestakas

as of exponential distribution with mean value éqoa
100 [ms]. The block size of 32768 bytes was setkcte
following default size recommended in [26]. Remarke
experiment design does not take into consideragion
information below the application layer, such asstho
names, IP addresses, or port numbers, thus, méta da
required to join a swarm were proposed (Table o) f
characteristic of the torrent file.

V. INVESTIGATIONS

A. Link delay

It is well-known that the throughput in TCP protbco
depends strictly on the RTT - the elapsed timetrfansit
of a signal over a closed circuit, or time elap$eda
message. Thus, if two TCP flows compete for the
resources of the same bottleneck link, the conoratiith
a smaller RTT can receive a higher bandwidth stizae
the other. Since a BT peer uploads to those peers f
whom it downloads with high rates, peers on linkthw
large delays may be characterized with the worse
performance. To confirm this thesis we made the
simulation experiment. The cumulative distribution
functions for 20 runs are shown in Figure 1.
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Figure 1. CDF for download time: (a) 10[ms] delgy), 100[ms] delay.

It may be observed that the download time for thsec
with 10 [ms] delay (Figure 1a) is of 290 [sec] dadess
than 430 [sec] in the case with 100 [ms] delay (FeglLb).
Therefore, the mean download performance deteesrat
by 33% for peers with greater delays.

It may be also observed, that the seeds and peers
behaviors (see Figure 2) are different in relationthe
delay. For delay of 10 [ms], the number of peers is
changing in dynamical way. This is the result of fhst
message exchange between users. In seed casedtwo pl
are almost identical and no major differences are
observed.

B. Modified default tit-for-tat mechanism

The second scenario provides some minor changes in
default tit-for-tat mechanism, exactly in optiméstun-
choking. The default un-choking times in optingstin-
choking mechanism is 30 [sec].

In order to check the relation of optimistic un-khngy
time to other parameters, the value of optimistic u
choking time was lowered to 10 [sec].

k3
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@
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o

(b)
Figure 2. Seed vs peer session: (a) 10[ms] ddky,q0[ms] delay.

This parameter was not configurable from the défaul
*.ini file in BIT-SIM simulator (some minor interfence
in source code was necessary).
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Figure 3. CDF for download time: (a) with tit-faxttchange, (b) without
tit-for-tat change.
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Measurement results are presented in Figure 3 and
Figure 4. When we compare the plots from Figure 3(a
and 3(b), we can observe some minor improvemerg. Th
mean value of 50% for Figure 3(b) is equal to 58€[sn
turn in the optimistic un-choking mechanism with[$6c]
un-choking times.
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Figure 4. P-P plot for share ratio: (a) with trtat change, (b) without
tit-for-tat change.

In Figure 3(a), the considered value is equal t6 42
[sec], resulting in profit (improvement) of 27%.nitay be
observed that the share ratio value shown in Figuie
almost the same in two plots presented in 4(a)imddb).
Thanks to that, the change does not affect titdibrin
overall negative way.

C. Overall conclusion

In Table I, the main results of experiments haeen
gathered. In the table, in the fourth column, ttieange’
is referring to percentage gain which resulted rafte
changing the values of the considered parametins:
delay andoptimistic un-choking time from the ‘old’ one to
the ‘new’ one.
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TABLE Ill.  MAIN RESULTS OF EXPERIMENT
Parameter Value Change
old New
Link delay 10 [ms] 100 [ms]  33%
Optimistic unchoking time 30([s 10 [s] 27%

VI. FINAL REMARKS

In this paper, we consider the two theses formdlate
Section |, concerned performance and behavior of
BitTorrent protocol according to (i) its internat-for-tat
mechanism changes and (ii) its external one like li
delay (independent of protocol).

In the case (i), we confirmed that even small
appropriate changes in the internal protocol (ktkenge
of optimistic un-choking time) can ensure more ciéfint
data exchange. That is why some further investigati
should be made with adjusted parameters inside
BitTorrent mechanism configurations and using tiheai
of multistage experiments as proposed in [30].

In the case (ii) concerning link delay, we havevgho
that TCP protocol (which is used in BitTorrent)nist a
most efficient which can be used. The link delay
fluctuations can cause a visible protocol perforoean
decrease. Improvement can be made by possiblg usin
the UDP protocol - to which the BitTorrent is miting
right now. The prototype of that can be treatec &ind
of protocol already created in the pTorrent cliamd from
the name of the client can be named pTP. Altholighe
BitTorrent protocol codes are open to the Internet
community, the uTP protocol is closed for now.

It also should be mentioned that the simulator tised
this paper, may be regarded as a useful tool for
conducting experiments, however, in limited range
because there are some functionalities not availabth
as modular peer selection and peer snubbing,, (i.e
dropping peers that do not respond quickly enough),
trackerless Distributed Hash Table (DHT) protocol,
encryption and super seeding. Moreover, torreatiged
in simulation does not use additional informatidke |
current download status, connected peers and QoS
information. The investigations in the nearer fatahould
take into consideration these aspects to allow ngaki
detailed analysis of BitTorrent efficiency.
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