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Abstract—Not only critical infrastructure but also everyday
interaction in a society relies heavily on secure IT systems.
Examples of patients dying due to hospitals unable to admit
them because of a ransomware incident indicate a low level of
cyber-resilience. To increase cyber-resilience, suggested measures
range from anti-malware via backups and redundancy to regular
security updates. While following these guidelines, there is an
intensive discussion which systems provides the best security.
There is no answer — yet. IT security lacks a reliable system
to measure security in order to compare systems and make a
qualified decision. This paper discusses current research in security
metrics and why it is important to provide a security metric to
improve cyber-resilience. The authors discuss the advantages, the
state of the art and future research needed in order to improve
cyber-resillience with security metrics.
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I. INTRODUCTION

In March 2022, the |German Federal Office for IT-Security]
issued a security warning regarding the use of Kaspersky
Anti-Virus. Since the company is owned by Russians, in light
of the Ukraine-Russia war, this would pose a security risk [/1]].
This was the first warning the has ever released, and it was
not based on a software security issue, but on ownership of a
software company. This decision meant to increase Germany’s
cyber-resilience was heavily discussed in and out of court [2].

The Russian war also introduced cyber-attacks by pro as well
as contra Russian groups. Those included the usual ransomware
incidents, but also attacking railway networks to disturb Russian
troop movement [3]]. In the wake of these attacks, a cyber-
physical security issue in uninterruptible power supplies that
could set them and connected devices on fire, was discovered
[4]. Whether it was actively exploited is currently unknown,
however it demonstrates that even systems meant to increase
[[nformation Technology (IT)| safety could be attacked. The
same holds true for IT security tools with security issues, such
as attacks on firewalls [5]] or anti-malware [6].

A. The need for security metrics

The vendors of both security and regular software claim their
products were secure, or at least as secure as currently possible.
However, there is no approved and commonly accepted method
to verify this. For most cases even measurable security
requirements do not exist.

Based on a broadly understood security metric, also com-
binations of systems could be evaluated and compared on a
security scale. Applying this, IT security professionals could
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easily identify whether adding e.g., an anti malware solution
would actually help security or even reduce security levels.

B. Cyber-Resilience through security metrics

The US government has recently been urged to stop using
Microsoft products, amid fears government data could be stolen
considering the still ongoing “hacking attack” on Microsoft. To
the US Government their software seems to be too vulnerable,
posing a too high risk on the US society. If a nations
government and thus public infrastructure has such a high risk
of being successfully hacked, cyber-resilience of this nation is
not satisfactory. Hence, using different software could increase
the national cyber-resilience [7].

Whether or not the US government is right, is uncertain
- even though the authors share this impression. But rather
than belief, anecdotal reports or personal experience, a security
metric would support objective judgement. It would immedi-
ately enhance cyber-resilience by allow to select appropriate
systems.

C. Structure of this paper

The paper is structured as follows: Section [[I] provides a
background on security issues (Section , attack vectors,
current cyber-security measures (Section [[I-B), cyber-resilience
(Section and legal requirements for cyber-security (Sec-
tion [[I-C). It concludes with how cyber-security issues are
currently prevented (Section [[I-E), how ownership and thereby
responsibility could affect cyber-resilience (Section and
how security is managed outside IT (Section [[I-F).

Section [[]] then discusses software quality and security
metrics as well as software quality standards. Additionally
it looks at formal verification as a software security measure.

We then continue in Section on the impact a security
metric would have on cyber-resilience, and approach this from
a legal and economic perspective.

Section [V] provides a conclusion and gives an outlook.

II. BACKGROUND

To some, security incidents happen like accidents, hardly
predictable and are the product of avid hackers. To others
security incidents are a result of insufficient software quality
assurance in the development process. We asume, strict quality
management could prevent the vast majority of them, since
security issues follow patterns and abuse flaws introduced
during development. This also considers factors such as the
legal perspective on system quality and vendor ownership.
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A. Typical attack vectors

This dispute may not be fully resolved, however analysing
typical attack vectors could provide an indication. The two
most prevalent is the abuse of a security flaw in software, be
it a publicly known and patched or yet unknown “zero-day”,
and tricking users into insecure behaviour such as running
unknown programs or installing software.

1) Security relevant software issues: While for web appli-
cations the OWASP Foundation provides a regularly updated
list of their perception of the ten most relevant security issues
[8], there is nothing equivalent for regular software, such as
operating systems or office software.

On a very high level of abstraction security issues result
from the possibility to alter the program’s work flow to execute
commands in favour of the attacker or to ignore restrictions
in accessing data. Examples include shell code injections
through buffer overflows or format string vulnerabilities as
well as remote shell command injections, which might even be
achieved through [Structured Query Language (SQL)finjections
by “selecting” a series of commands into a local file that is
later executed.

Some of these injections are straight forward, such as using
a script language’s eval-function with not sanitised user input,
others are a lot more complex, such as the buffer overflows
triggered by integer overflows in stage-fright [9].

These two examples not only differ in their exploitation
complexity but also in the difficulty to discover them in the
source code: While eval is detected with automated code
review [10], stage-fright was partly due to how a C-compiler
handled a type conversion between 32 and 64 bit integers when
multiplying two 32-bit values: Without an explicit typecast
of at least one of the two factors to 64 bit, despite the result
variable being 64 bit, the compiler used a 32 bit multiplication,
resulting in an integer overflow. To detect this and the resulting
buffer overflow a deep understanding of the compiler and its
behaviour are needed [9].

Prevention of the first is as simple as detecting it, while the
latter might require more and deeper code analysis.

The complexity of security issues, both in exploiting as well
as preventing them might have an impact on the overall security
of software. One would assume if a system is vulnerable to
simple security issues, it might have an overall lower security
level than one that requires more elaborate exploits.

2) Human behaviour: Often security incidents are said to be
related to user behaviour, with awareness and training proposed
as a remedy [[1LJ[12][13][14][15][16]: Clicking on suspicious
software or otherwise allowing attackers to install malware is
often considered to be a major security issue. However if a
simple, unaware user interaction breaks a system’s security one
might as well argue that this system has a low overall security
level and is not resilient to attacks.

Current ransomware attacks serve as example: Installed
by the user in reaction to a Trojan like attack, i.e., social
engineering, they abuse the ability of a single mal-functioning
process to escalate privileges to encrypt the disk.

3) Impact of security issues: Both the complexity to exploit
security issues and the impact might vary. Scores like the
[Common Vulnerability Scoring System (CVSS)| [17] only
estimate the impact, helping a system administrator to decide
on the urgency of a patch or other counter measures. However,
they do neither provide a metric for the overall security of
software or systems, nor does the score address context.

B. Current counter measures

To prevent security incidents currently system administrators
are requested to install additional, potentially vulnerable
software, such as malware scanners, firewalls or content filtering
proxies [5][|6], considered state of the art security measures.
Simoultanously, users learn what to click and what not [[18]],
including elaborate spear phishing to show users how vulnerable
they are — or how well they detect threads.

This moves the perception of the reason for the security
issue far away from the software quality issue, it actually is:
It is often considered to a user or human factors problem.

C. Legal requirements on software security

EU regulations such as NIS-2 require software manufacturers
to provide better security, the same holds true for concepts
such as the introducing a “Software Quality”-seal, based
on a self-evaluation by the software manufacturers .The seal
also uses a fair bit of their reputation and how fast they
would provide security patches [2]. While the speed of fixing
issues is a reasonable measure, neither the frequency of the
need for fixes nor the severity of the flaws is not taken into
account. Nor whether they could have been prevented. Even
the manufacturers attitude and interaction towards external
security researchers is not considered — there still are software
providers threatening to sue those reporting security issues
[19], while other embrace them, providing bug bounties. Some
manufacturer even try to downplay reports as not security
relevant, e.g., because they do not provide a proof-of-concept
exploit. For the seal matters, they are better off.

The frequency of security patches might as well give a
rough estimate on how efficient quality management is: In
other industries, such as cars, if a manufacturer often needs to
recall his cars, it immediately affects the quality perception.

Recently, the [EU Cyber-Resilliance-Act (CRA)| transported
concepts such as a[Bill of Materials (BoM)| well known outside
IT, to software. The |[Software Bill of Materials (SBoM)| lists
third party software, e.g., external libraries used, with the
intention to identify security issues related to external software.
The log4shell issue [20] is a good example for the benefits
of a since many projects relied on Log4J. The
might also help to estimate the quality of software.

D. Cyber-Resilience

Cyber-resilience is the ability to react, respond, adapt or pro
actively anticipate incidents on cyber-connected infrastructures
[21]1122][23][24]]. It deploys cyber-security by continuously
learning from incidents to adapt to new levels of robustness
to fulfil business objectives. Therefore, for any organisation
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or government institution in an interconnected cyber-physical
world increasing cyber-resilience is considered highly relevant.

Cyber-resilience prevents security incidents through system
design. This might include concepts such as backup- and
recovery-plans, emergency procedures, but first and foremost
requires systems secure by design. This is what security metrics
measure.

Software security metrics therefore would also contribute
to defence capabilities, incident detection, crisis management
while additionally increasing the collective resilience. They
would also reduce the effects of cyber-warfare.

E. Preventing these attacks

An effective way to prevent software issues might well be to
educate software developers more. Projects with high security
levels such as OpenBSD use simple concepts, such as code
reviews, clear coding standards, automated software testing etc.
[25]]. The OWASP SAMM provides a similar guidance for the
software development cycle consisting of governance design,
implementation and verification measures as well as defined
processes if issues would arise despite all the effort put into
the project so far [26]]. Both aim to avoid typical programming
mistakes that could lead to security issues.

These measures preventing attacks need to have an immediate
impact on a security score. Currently, they are not accounted
for in most software buying decisions. With a security metric,
they become visible, affect procurement decission and thus
impact cyber-resilience.

F. Measuring security outside IT

Measuring requires to code observations with numbers,
which would then create a scale - be it a physical feature
like temperature or a non-physical feature like quality [27]].

Measuring security and quality of software, an intangible
good, is much harder than for tangible ones. Still, some quality
measurement concepts could be adapted from other areas.

In automobile industry, security as well as safety issues
due to quality problems are of high relevance: They cannot
easily be fixed with an update customers install, but requires
to transport the vehicles to a workshop, potentially providing
customers with a replacement car while the issue is fixed, and
thereby generates high costs for the manufacturer. These alone
may provide a relevant motivation for higher quality. A recall
by national car safety associations, forcing manufacturers to
fix all relevant models immediately, is also public.

Therefore car industry implements massive quality checking
on items bought by external manufacturers, often with contrac-
tual penalties if requirements are not met. This concept only
slowly moves over to software industry with the concept of a
by both the and the US Executive Order 14028.
Still neither requires any of the library providers to document
quality measures.

Car industry invests heavily in crash tests to analyse safety
issues, the results of these tests provide a score, which in
turn influences development of future cars and allows for
comparison — again, regulations such as|General Data Protection|

Regulation (GDPR)| [28]] and [CRA] slowly introduce the need

for penetration tests, which is an equivalent to a crash test
in providing both a security measure and input to a feedback
loop affecting the development cycle. However this has not
yet been widely adopted.

Those measures do not substitute quality management, they
only report on the effects. By contrast, a software security
metric measures quality and thereby has an immediate effect
on the development process.

G. Responsibility and Ownership

A key challenge to be solved is to determine the indicators
to consider as part of the metric. On an operational level
the scope and impact of potential attacks appear to be based
on security flaws immanent to the software. The (quality)
assessment addresses critical aspects by analysing the system
behaviour and identifying the effects.

The software in use is usually part of a contract system
including parties such as vendors and manufacturers in charge
of updates, customising and changes. The warning on
replacing security software of a certain vendor (see Section [I|
was purely based on ownership issues. The manufacturer and
not the software itself gave reason to alert the nation [1]].

A broadened perspective on impact factors could include fur-
ther indirect aspects as expressed responsibility for security and
safety. A “responsibility model” might include an assessment
of security compliance rules, e.g., in terms of openness and
communication towards security researchers reporting potential
bugs (sued or rewarded).

Hence, current challenges impose a need to discuss issues
as ownership and responsibility to increase cyber-resilience.
Adding company profiles along with a technical software
assessment might therefore contribute to a meaningful metric.

III. RESEARCH IN SOFTWARE QUALITY AND SECURITY
METRICS

Despite the importance of measurable software quality and
security, currently there are no metrics available. Software
quality serves as a proxy for security: Quality means the
absence of flaws, each flaw could result in a security issue.

A. Software Quality measurement

Early research on software quality includes [29]], proposing
to identify parts of a program with a high probability for
flaws — the focus was not on security issues, but on functional
problems. But this research only analysed the final product
without incorporating earlier unit tests into analysis. Other early
researchers suffer from different understandings of software
quality and security, with no common definition [30][31]. The
latter introduces a complex metric with weights for several
aspects of quality, however it does not provide how to compute
the individual quality measures.

[32] uses a retrospective approach by measuring reported
flaws in software. For a security score, this could be replicated
using the [Common Vulnerabilities and Exposures (CVE)
database. But neither are all issues are assigned a CVE-number
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nor are all published, the score is not precise. Also some
software is hardly ever scrutinised by security experts, but
other under heavy analysis. Thus CVEs would only provide a
rough indication rather than a precise score. Additionally the
score measures past not current quality.

B. Software Security Metrics

Later work focused more on security metrics, such as [33],
providing relevant reasons for measuring security, but no metric,
since this would be too complex. in [34] the author suggests to
divide complex systems into smaller components for analysis.

[35]] encounters the same issue: While the authors consider
security metrics as highly relevant, and provide a definition
of security, they eventually consider a measured metric as far
too complex. As a work-around they suggest to at provide
estimation methods, which they then demonstrate outside the
IT security world. Unfortunately they do not back-port the
results to IT. [36] and [37] come to the same conclusion, when
providing accurate computation methods to compose security
scores, but are unable to provide the individual scores.

[38] defines a Software Reliabilty Metric, which differs from
a security metric, in that it analyses how often software faults
occur during a given time frame. The work also discusses
several testing methods for this metric, either based on black
box testing, which could be adapted to security metrics by a
penetration test, or on a software metric, like lines of code,
complexity and developer experience, or finally from analysing
the software components, called “architecture based” by the
respective authors. The work clearly points out that reliability
issues in software are never based on wear, but always on
design and usage. But overall, while the work provides good
concepts, it does not deliver an usable metric, that could be
modified to a software security metric.

More recently [39] as well as [40] started analysis into
security metrics, however their focus is on cryptographic
protocols. While still hard to apply quantifiable metrics to
them, feasibility seems to be higher, since the scope is more
focused. Another more accessible area for security metrics is
networking [41], since it is less complex than software.

[42]] suggests a metric to measure the security of web
applications, thereby reducing the complexity to a subset of
possible programs. However the metric is still mostly reactive,
contains some data that cannot be measured like “knowledge
in security”. The work however indicates there is still a need
for research.

Additionally there are some reactive scores, including
Time to Patch or [Mean Time to Remediate (MTTR), both
indicating how long it took for a reported issue to be mitigated,
Vulnerability Density, a measure for how many issues exists,
[Mean Time to Detect (MTTD)| giving an idea how long an
issues remains undetected. All of these however do neither
measure the quality nor the security of the code, they only
provide ex-post measure.

C. Quality standards

Some ISO standards relate to security and quality, such
as ISO 27000 series, ISO 15408 and the derived common

criteria as well as IEEE 1028. All of these define processes
related to quality, but no measurable quality criteria. By that
any certification does not indicate whether a software product
is secure. A, e.g., ISO 27001 certified organisation would
know how to cope with security issues, but there are no
prevention mechanisms for flaws in the code. These however
would increase security and thus affect a security metric.

D. Formal Verification

A mathematical approach to software quality is formal veri-
fication with, e.g., Hoare logics [43]]. Clearly defined pre- and
post-conditions for a command or a set of commands identify
logic flaws in programs. By enhancing these conditions also
issues such as off-by-one or buffer-overflow could be detected
and thus be prevented [44]. However formal verification is a
tedious and slow process. Current research tries to establish
faster and more efficient methods and support schemes [45].

IV. IMPACT OF A SECURITY METRIC

While software security metrics seem hard to achieve and
will require more research, there is an immediate need for them,
since they would have a multitude of effects, be them legal,
economical or by improving cyber-resilience. [33] pointed some
of these effects out, a list we add on in this paper.

A. Legal effects

With the GDPR forcing data processors to both evaluate their
own IT security as well as that of sub-processors when it comes
to processing personal data, a security metric would allow
them to speed up this evaluation process while maintaining
independence from vendor claims. While larger corporations
may be able to do their security assessments from a technical
perspective, smaller entrepreneurs can hardly afford the extra
costs and time. Often enough they do not have the expertise
either. In practice whenever security assessments in a GDPR
context are performed, vendors usually require non disclosure
agreements, preventing sharing the results with other interested
parties, which could streamline the process at least.

As a result most data processors resort to either using
software and systems they assume to be secure based on
vendors’ claims or, even worse, because others use these
systems. Ironically those others will also point to other users.
The issue is well known with data protection authorities, they
therefore tend to be reluctant in punishing those confronted
with the impossibility to verify claims. From a legal and a
socio-technical perspective this is highly unsatisfactory, since
it provides a factual bypass. It is also counter-productive to
the concept of cyber-resilience as it is endorsed by the GDPR.

With a security metric in place, both data processors as well
as authorities could much easier enforce the use of secure
products and sanction the use of insecure, by that creating a
market incentive for vendors to (finally) improve their products’
security.

Critical infrastructure regulations in different legislations also
enforce assessment of IT security and thus adequate levels of
security. To do so, they would as well need to be able to assess
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any software vendors systems. This is hardly feasible, especially
when it comes to closed source software. With a security
metric the assessment was simplified, which would allow for
more straight-forward compliance with the legal requirements.
Currently, this is achieved by claiming “best practices” were
used, which often means using the same product as others do,
often by simply calling it an industry standard. That “standard”
provides then the default security level. As many security
incidents demonstrate, this self-reinforcing industry standard
obviously is not up to the levels needed.

Without knowing which system is secure and which is not,
critical infrastructure providers cannot invest in the most secure
solution, which — by definition of critical infrastructure — has
a negative effect on the cyber-resilience.

Similar legal requirements are put forward by regulations
such as the [CRA]and NIS-2. Thus the legal system has a strong
desire and need for objective software security metrics.

B. Economic effects

As shown above, Investing in software requires by law to
buy a secure product, which is hard to identify. The markets
lack of transparency results in non-optimal buying-decisions.
Market mechanisms as set forward by the free market concept
[46] [47] however require buyers to be able to make wise and
educated decisions, they should neither be fooled by wrong
advertising nor decide under an obvious lack of information.

In most markets for tangible goods there are quality tests
and measures in place, almost everywhere in the world there
are product testing organisations such as “Consumer Bonds”
in the US, “Which?” In the UK or “Stiftung Warentest” in
Germany. The same is available for industry grade products.
This provides for well-informed buyers and their educated
market decisions.

For a free market an objective security metric is therefore an
important requirement. Again the car industry could provide
an example: 140 years ago, when the “Benz Motorwagen”
was the first car, customers did invest in this new means of
transportation for various reasons, safety and reliability were not
among those. In the 1960s, when Volvo introduced reinforced
passenger cells and the three point security belt, as well as
Mercedes started with crash testing their vehicles, customers
slowly started to understand the need for safety measures and
made them a requirement. Since then, wearing a seat belt has
become mandatory by law in most countries, passive security
has been encompassed by an easy to understand star system
in the NCAP series.

As a consequence safety has influenced buyers decision
since, and has become so common place that by now, it is
taken as granted and customer interest has since moved to
other parameters, such as eco-friendliness and usability.

C. Effects on Cyber-Resilience

In a market where purveyors of software have a strong
incentive to invest in more secure systems due to customers
demand, triggered by an objective software security metric, it
is to be expected that cyber-resilience increases — much similar

to a constantly decreasing amount of deadly traffic accidents
due to increased safety there.

Compared to other industries, the current system of trusting
software vendors’ security promises and relying on the buying
decision of others seems inferior. It undermines cyber-resilience
by providing software vendors with the wrong incentive to
constantly increase their customer base, potentially consider
lock-in-effects in order to keep their customers and thereby
hope that their installed base would keep them ahead of com-
petitors, making their products a de-facto ‘industry standard”.

More impact is to be expected once scores for single
programs could be combined to provide an overall system score
rather than an individual score for just a software product. With
this measure, deciding which operating system to run a word
processor on becomes feasible, e.g., whether a system providing
LibreOffice should run with Linux, MacOS, BSD or Windows,
when security is paramount. The combined would also identify
the weakest link and to mitigate the risks associated to it.

V. CONCLUSION AND OUTLOOK

The concept of introducing a software security metrics is not
new, it has been discussed since decades — first with a focus
on quality, later with an explicit focus on security. Research
in that field has stalled, current research therefore has not yet
provided any practical applicable results. Since not providing
immediate results, funding seems to have stopped, furthering
the stall.

In this paper we address the current state as well as impact
factors to be discussed in the future. Our work demonstrates that
there is a strong need for further research in security metrics, as
we show security metrics are already required by law. We also
show that security metrics would have a massive economical
impact and help the software market to move to more secure
software. By doing so we show that cyber-resilience would
increase. We therefore strongly suggest to increase research
into security metrics.
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