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Abstract—Short messages stored on mobile devices have be-
come a crucial source of evidence in criminal investigations.
However, the high volume of chat messages poses a challenge to
the investigator. Topic modelling offers the potential to summarise
the short messages compactly, thus effectively supporting the
investigator in exploring the vast number of chat messages.
This paper presents our preliminary work towards developing
a forensic text exploration system based on topic modelling
approaches. The two goals typically pursued by the investigator
when exploring chat messages are to be supported. On the
one hand, the investigator often already has a hypothesis about
specific topics discussed in the chats and wants to find evidence.
On the other hand, the investigator also wants to discover new
topics and connections. Accordingly, in this work, we investigated
unsupervised and semi-supervised approaches based on Latent
Dirichlet Allocation (LDA) with the additional use of word
embeddings. Overall, the evaluation of different methods using
actual case data showed that the semi-supervised approach,
combined with word embedding similarity, can find qualitatively
better topics than unsupervised topic modelling approaches based
on LDA.

Index Terms—topic modelling; forensic text analysis; semi-
supervised; hypothesis-driven analysis.

I. INTRODUCTION

Nowadays, the analysis of short messages stored on mo-
bile devices is an important part of forensic investigations.
However, the high number of messages can also prove chal-
lenging for the investigator. Often, a single mobile phone
stores more than 15,000 Short Message Service (SMS) and
150,000 messages from messenger services [1[]. Furthermore,
especially in the case of gang crime and organised crime, it
is often necessary to examine the short messages of several
mobile phones [[1]]. To assist the investigator in exploring the
chat messages, the application of topic modelling is suggested.
This allows to get an overview of the contents discussed in
the messages and to summarise the messages as compactly as
possible.

Topic modelling should best support both goals that inves-
tigators are pursuing when analysing forensic chat messages:
On the one hand, investigators usually have some presumption
about topics that have been discussed in the messages. Usually,
at least they know the area of offence their case is about. In
addition, they can obtain information about the circumstances
of the offence from interrogations [2]] or the case file [2].
Accordingly, one goal is to find evidence in the data for
a certain hypothesis, respectively, that a topic was actually
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discussed in it. On the other hand, the investigators also want
to discover new topics, for example about the motivation of the
crime or previously unsuspected connections to certain people.

The basic aim of this paper is to investigate some meth-
ods of unsupervised topic modelling for the first scenario
and semi-supervised topic modelling for the second scenario
and to qualitatively evaluate and compare the results. More
specifically, the unsupervised method used is weighted Latent
Dirichlet Allocation (wWLDA), as described by Wilson and
Chew [3]], while the keyword-Assisted Topic Model (keyATM)
developed by Eshima et al. [4] was chosen as the semi-
supervised method. In addition, an extension of keyATM is
proposed based on a combination with the Cluster Words
(CluWords) document representation presented by Viegas et
al. [5]], which additionally includes word embeddings.

The paper is organized as follows: At first, some related
work is presented in Then, an overview of the
data and methods is provided in The experimental
results are presented and discussed in Finally,
concludes the paper.

II. RELATED WORK

To the extent of our knowledge, topic modelling has only
been used by a few works in the field of forensics with the
aim of compactly summarising data sets in the context of
forensic investigations [6]—[9]. Furthermore, they also did not
focus specifically on communication data. Instead, de Waal
et al. [8] extracted topics from all textual data that need
to be investigated for a case, including emails and notes
in text documents, while Noel and Peterson [9] used Word
documents extracted from a hard disk store as the data basis.
Both works [8]], [9] applied the Latent Dirichlet Allocation
(LDA), as described by Blei et al. [10], as the algorithm for
topic modelling. Moreover, topic modelling was used by Li
et al. [7] and Busso et al. [6] to support data exploration in
specific offense areas or in the analysis of concrete cases. Li
et al. 7] tried to uncover various topics in conversations about
corruption on Twitter using the Biterm Topic Modeling (BTM)
algorithm introduced by Yan et al. [|11]. Moreover, Busso et al.
[6]] applied the Structural Topic Model (STM), as described by
Roberts et al. [[12], to identify topics in a series of racist and
offensive letters. Thus, in summary, unsupervised probabilistic
generative models such as the LDA and its extensions were
mainly applied to forensic texts. These are suitable for the

42



IARIA Congress 2023 : The 2023 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

second mentioned scenario regarding the analysis of forensic
short messages, namely for the data exploration.

However, to the extent of our knowledge, no previous work
in the forensic field has focused on the scenario where the
investigator is looking for evidence of certain assumed topics
in the data. The problem with unsupervised approaches is that
they are not able to identify topics of interest to the investigator
if they are present in the dataset only to a small extent [[13]],
as is often the case in forensic communication data due to the
prevalence of irrelevant small talk.

This problem can be addressed by incorporating the inves-
tigator’s prior knowledge into the topic modelling process,
for example, by using supervised approaches, e.g., [[14], [15].
However, these require annotated training datasets to learn
known topics. One approach to create an annotated dataset
would be to collect as much case data as possible from
different offence areas and label the messages with the known
offence as their topic. Yet, legal questions in the respective
country would first have to be clarified as to whether the
merging of data from different cases is permissible. Instead,
semi-supervised approaches come into consideration, which
differ in the type of user input they integrate, e.g., [16]-
[18]]. For example, user feedback on the relevance of topics
[19]-[21], information about thematic relationships between
word pairs, e.g., [16], [22], [23] or user knowledge about
known topics in the form of a few characteristic terms was
included in topic modelling, e.g., [4], [17], [24]. The last case
is most suitable for finding evidence for suspected topics. In
these approaches, a distinction can be made between Targeted
Topic Modelling, e.g., [[17], [25], [26] and Seed-Guided Topic
Modelling, e.g., [4], [24], [27].

Algorithms of Targeted Topic Modelling aimed at extracting
fine-grained topics related to a specific aspect described by a
single characteristic word, e.g., [17], [25], [26]]. In forensic
context, these approaches could be used to find different sub-
topics dealing exclusively with the crime under investigation,
such as drug crime. The basic idea of these algorithms was
to reduce the dataset to documents [17], [23], [25], word
pairs [28|] or words [26] that were relevant to the aspect,
whereby the relevance determination was carried out with
reinforcement learning [23]] or based on external corpora [26],
for example. However, especially when determining relevance
at the document level, these approaches are accompanied by
the risk that important case-relevant information can be lost if
incorrectly classified as irrelevant.

In contrast, seed-guided topic modelling approaches, es-
pecially probabilistic generative models, e.g., [4], [[13[l, [29],
may be promising. Unlike other semi-supervised methods, e.g.,
[30], these have the advantage that they can overcome prior
knowledge, if the desired topic, described by some relevant
seed words, does not appear in the dataset at all, e.g., [[13]],
[29], which is why these approaches are particularly suitable
for testing hypotheses in a forensic context.

So far, however, semi-supervised probabilistic approaches
have been applied and evaluated mainly on long, linguistically
correct texts such as draft legislations [4]] and customer reviews
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[31], [32]. An important contribution of this work is therefore
to investigate the suitability of topic modelling for identifying
case-relevant topics in forensic communication data, despite
their particular challenges, such as their short length and low
linguistic quality [33|]. Furthermore, it is one of the first studies
to include both goals, exploration and finding evidence, in
topic analysis of forensic texts.

III. DATA

For all experiments, WhatsApp messages from a real case
about the financial support of a terrorist group, which were
stored on the mobile phone of a suspected person, served
as the data basis. The dataset is not publicly available, but
was provided to the authors by a cooperating prosecutor for
research purposes and has already been used in previous work
[34]. The messages were exchanged in 146 chats between
mid-December 2014 and mid-May 2019. The total of approx-
imately 118,000 text messages in the data set were primarily
in German and to a lesser extent in Turkish and Arabic. Since
the focus of this work was on monolingual topic analysis,
approximately 106,000 German messages were extracted by
automatic language detection using Google’s cld2 [35] and
cld3 [36] models. Details on the vocabulary size, the number
of unique tokens (besides words also punctuation marks,
symbols, numbers and web links), the average frequency of
words and the length of the messages can be taken from the

upper section of

TABLE I
STATISTICAL DESCRIPTION OF THE DATA SET USED

Property/ Statistic Result
vocabulary size (# unique words) 36467
# unique tokens 39039
average frequency of words 22.62
< message length (in words) 7.75

# conversations 15625
@ number of messages per conversation 6.81
@ conversation length (in words) 52.78

As can be seen from the table, the messages contained
on average less than eight words including stopwords. Since
the short length of the messages poses a known problem for
topic modelling [37]], messages that occurred in a common
temporal context were aggregated into related conversations,
as explained by [33]], which were subsequently considered as
one document. The formation of conversations was carried
out with the Mobile Network Analyzer (MoNA), a forensic
tool for analysing mobile communication data [[1]]. Information
about the number of conversations, the average number of
messages that made up a conversation and the length of the
conversations can be found in the bottom section of [Table 1l

IV. METHODS

In order to find suitable approaches for both scenarios
of forensic data analysis, exploration and hypothesis testing,
initial experiments on unsupervised and semi-supervised topic

43



IARIA Congress 2023 : The 2023 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

modelling were carried out. All algorithms were trained on
the conversation documents described in The pre-
processing as well as the training of the topic models was
conducted with the statistical software R.

A. Preprocessing

Before performing topic modelling, extensive pre-
processing was applied to these conversation documents,
which, as shown by Churchill and Singh [38]], is essential
for good results in topic modelling, especially with noisy
data such as forensic short messages. This included the
performance of the following cleansing steps:

1) Removal of redundant whitespace

2) Removal of web links, email addresses, and mentions,
as they did not contribute to the content

3) Removal of emojis, as they usually have little meaning
without context in topic-word distributions

4) Removal of punctuation marks and then numbers

5) Removal of German, Turkish and English stopwords
using the stopword lists provided by Diaz [39]. The re-
moval of English and Turkish stop words was necessary
despite the reduction of the data set to German messages,
as it could not be excluded that Turkish idioms or
anglicisms were used in messages classified as German.

6) Removal of the 100 most frequent words and the 100
words with the lowest Inverse Document Frequency
(IDF)

7) Removal of all modal and auxiliary verbs as well as
the most common German verbs manually selected from
[40]

8) Conversion to lower case

9) Lemmatisation using the TreeTagger [41], [42], in par-
ticular to reduce the high sparsity of the communication
dataset by decreasing the vocabulary size [43]]

10) Tokenisation in unigrams

B. Unsupervised topic modelling

wLDA [3] was chosen as unsupervised approach. This
algorithm differs from the standard LDA by integrating a
term weighting scheme based on Pointwise Mutual Informa-
tion (PMI) [44] into Collapsed Gibbs Sampling [45]], which
penalises terms that occur in many documents and are often
not meaningful in topics. The term weighting scheme was
used in addition to the stop word removal in order to prevent
irrelevant high-frequency words, typical for colloquial texts
[46], from dominating the topics. Using the cleaned conver-
sation documents as input, the topic model was trained over
1,500 iterations, where the hyperparameters « as prior for the
document-topic-distribution and /3 as prior for the topic-word
distribution [4] were set to 0.08 and 0.01. The number of
topics was set to 13 in accordance with the semi-supervised
approach, which is explained in the following subsection.

C. Semi-supervised topic modelling

As a semi-supervised method, the keyATM model, as de-
scribed by Eshima et al. [4], was chosen because it extends
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wLDA and, accordingly, unlike other seed-guided topic mod-
elling algorithms, gives less weight to uninformative words
when estimating topics. The basic idea of keyATM consists
in the introduction of an additional topic-word distribution
containing only seed words [4].

For each desired topic, set of seed words were created based
on the so-called term tree explained by Spranger et al. [1]],
which describes a complex system of syntagmas, referring
to case-relevant terms that occur together in a conversation.
Each syntagm was considered as a set of seed words. The
term tree was created semi-automatically by expanding case-
relevant words provided by the prosecutor in charge of the case
with further relevant words using a suggestion system of the
software MoNA [1]], [34]. Each syntagm respectively each set
of seed words included case-relevant terms, their synonyms,
spelling variants and words that are syntagmatically related to
the case-relevant terms provided. As an example, a selection
of terms from three out of eight seed word sets is presented in
Notably, keyATM enables the specification of a seed
word as a topic label before fitting the model [4]. Throughout
this table and subsequent ones, English translations of terms
are provided in parentheses.

TABLE 11
SELECTED TOPIC LABEL AND EXAMPLES OF USED SEED WORDS FOR
SEMI-SUPERVISED TOPIC DETECTION WITH KEYATM.

Topic Label Seed Terms

Geld (money) Euro, iiberweisen (transfer), Zahlung (payment)

Terror Waffe (weapon), Anschlag (attack), Gewalt (violence)

Verein (associ-
ation)

Vereinsregister (association register), rechtsfahig (judi-
cable), Vereinsgriinder (association founder)

With the created seed word sets, keyATM was trained on the
cleaned conversation documents, where the hyperparameters «
and (3 and the number of iterations were set to the same values
as for the training of wLDA, as described in
Suplementary, specific hyperparameters for keyATM were set
to the default values as suggested in the reference paper by
Eshima et al. [4]]. In addition to the eight seed topics, keyATM
enables to find a predefined number of unseeded topics, in
this case five, which mainly serve as residual topics to bundle
unimportant words together [4]], [24].

D. Semi-supervised topic modelling with CluWords

keyATM already aims to ensure that the seed words and
their related words have a high probability in the desired
topic [4]. However, this requires that the words co-occur
with the seed words in documents [4]], [29]. To ensure that
words that are semantically very similar to the seed words
are assigned high probabilities in the corresponding topic,
regardless of their co-occurrence frequency, keyATM was
extended with an adapted CluWords document representation,
originally proposed by Viegas et al. [5]. A CluWord is defined
as a set of words that have a high word embedding similarity
to a term [5]]. The basic idea of the approach is to insert
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CluWords into the original conversation documents and then
perform topic modelling on this pseudo-documents [5].

For this, word embeddings were learned first, whereby
fastText [47]] was chosen as the method because it can handle
out-of-vocabulary words. Since the dataset of forensic short
messages was considered too small to obtain meaningful
word embeddings from it, instead, the unsupervised fastText
skipgram-model with a window size of five and character N-
Grams with a length between two and six was trained on a
large external dataset to represent words as 300-dimensional
word vectors. This training dataset also consisted of informal
texts, namely primarily 20 million tweets provided by [48].

Subsequently, for each topic label of the seed word sets,
its CluWord was created, which consisted of all words of the
dataset for which the cosine similarity between their word
embeddings and the word embedding of the topic label was
above a threshold value of 0.45 [5]. The pseudo-documents
were created by enhancing each topic label in a conversation
document with its CluWord. This approach differed from
the original CluWords method [5]] only in the fact that the
latter inserted the semantically similar words to all terms. The
decision to include only the similar words to the topic labels,
rather than to all the seed words, was based on the fact that the
actual relevance of some seed words to the case was unclear.

The procedure for training keyATM on these pseudo-

documents was analogous to
V. RESULTS

In this section, the results of the three approaches to
topic modelling are presented qualitatively. The topics “Geld”,
“Terror” and “Verein” were selected as examples for the semi-
supervised approaches. To ensure comparability, as suggested,
for example by [49]], among the topics of the unsupervised
algorithm wLDA, those that most resembled the topics “Geld”,
“Terror” and “Verein” of keyATM were selected, determing
the similarity with the Jensen-Shannon divergence (JSD) [50].

A. Unsupervised topic modelling
The eight words with the highest probability in the selected

topics of the wLDA are shown in [Table III which also
indicates the most similar seed topic in parentheses.

TABLE III
THE EIGHT MOST PROBABLE WORDS FROM THREE TOPICS OF WLDA
WITH HIGH SIMILARITY TO THE SELECTED TOPICS OF KEYATM.

. . Topic 10
Topic 4 (Geld) Topic 7 (Terror) (Verein)
Euro schlafen (sleep) €
Geld (money) schreiben (write) Twitter
spielen (play) nerven (annoy) Stream

kaufen (buy)
holen (get)

Bett (bed)
erzihlen (tell)
neu (new) Arbeit (work)
schicken (send) kennen (know)
PC scheiflen (shit)

first name user
spenden (donate)
Statement
first name user
zahlen (pay)

As can be seen, the fourth and seventh topics are difficult
to interpret. For the fourth topic, this can be explained by the

Copyright (c) IARIA, 2023. ISBN: 978-1-68558-089-6

fact that topics about money and computer games seem to
be mixed. Condering the seventh topic, the problem is that
it generally does not contain meaningful terms, but mainly
general ones. This was unexpected, as highly frequent words
were removed or penalized by the adjusted Collapsed Gibbs
Sampling method [4]. One possible explanation might be that
the PMI weighting is unreliable for short texts, as noted by
[S1].

In contrast, the tenth topic could be considered relevant
to the case, as it contained words such as ‘“spenden” and
“zahlen”. That words like “Twitter” and the two individuals
whose names appeared among the top words in the topic were
related to fundraising activities and relevant to the case was
evident from examining the context of these terms in the chat
messages.

B. Semi-supervised topic modelling

Regarding the semi-supervised topic modelling, the eight
most probable words of the three selected topics are displayed
in where the selected seed words of the respective
topic are highlighted in bold and seed words of other topics
are marked with an asterisk. As outlined in the most
probable words of the topic “Geld” include both seed words
and intuitively associated terms like “kaufen” and ‘“zahlen”.
However, these terms are quite generic, making it difficult
to determine the topic’s relevance to the case. Furthermore,
keyATM could not identify the topic “Terror”, but, instead,
the topic consists of irrelevant and meaningless terms. These
outcomes for both topics can be attributed to the fact that,
according to Eshima et al. [4], the quality of topics is heavily
dependent on the chosen seed word sets. Regarding the topic
“Geld”, the problem was that the seed words themselves, such
as euro, were very general terms, while concerning the topic
“Terror”, one possible explanation for the poor results could
be the low frequency of the seed words [4].

TABLE IV
THE EIGHT MOST PROBABLE WORDS OF THE THREE TOPICS “GELD”,
“TERROR” AND “VEREIN” USING THE ALGORITHM KEYATM.

Verein
Geld (money) Terror (association)
Geld (money) Bild (image) Stream

Euro lachen (laugh) boy’s first name

schicken (send) kennen (know) €*
€ stehen (stand) Twitter
holen (get) siif (cute) Event

Mail kaufen (buy) Twitch
kaufen (buy) Hammer (hammer) boy’s first name
Handy (mobile phone) Son spenden (donate)

Regarding the seed topic “Verein”, the most probable words
included specific terms. However, the differences with the
most similar unsupervised wLDA topic were minor, as this
topic already contained relevant words. Nevertheless, key ATM
enhanced interpretability through automatic label assignment.
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C. Semi-supervised topic modelling with CluWords

Particularly concerning the topic “Terror”, the inclusion of
CluWords resulted in more relevant terms appearing among the
most probable words. As shown in which lists the
top eight words in the three topics, the topic “Terror” included
terms like “Mord” and “Durchsuchungsbefehl”.

TABLE V
THE EIGHT MOST PROBABLE WORDS OF THE THREE TOPICS “GELD”,
“TERROR” AND “VEREIN” USING KEYATM WITH CLUWORDS.

Verein
Geld (money) Terror (association)
Euro Mord (murder) €*
Geld (money) Gesinnung (attitude) ﬁrsltlsrée;me
kaufen (buy) ermittlwn (investigate) (Sgsggteel;
iiberweisen Hobbermittler (hobby Statement
(transfer) investigator)
nah (close) Verbrechen (crime) ﬁrslt]::;me
ausgeben (spend) Drohung (threat) SWH
zahlen (pay) Durchsuchungsbefehl (search Twitter
warrant)
kriegen (get) Moschee (mosque) Tipeee

However, further research is required to determine whether
the topic “Terror” is actually related to aspects like search
warrants or if its presence among the most probable words is
solely due to similarity based on external word embeddings.
In contrast to the topic “Terror”, the most probable words of
the other two topics, namely “Geld” and “Verein”, strongly
resembled the standard keyATM topics.

VI. CONCLUSION

Topic Modelling offers high potential for the analysis of
forensic short messages, where it can be used both to find
evidence for suspected topics and to explore the dataset. This
paper presented our initial work on assisting the investigator
with these two scenarios, for which unsupervised and semi-
supervised topic modelling approaches were analysed. Overall,
it was found that the unsupervised algorithm wLDA already
succeeded in finding case-relevant topics. keyATM as a semi-
supervised approach was able to detect a similar case-relevant
topic as wWLDA, but failed to find further rare topics in
the messages despite the inclusion of prior knowledge. In
contrast, the expansion of keyATM based on Word Embedding
similarity proved to be more promising.

For this reason, there is potential in semi-supervised meth-
ods that simultaneously learn word embeddings and top-
ics, such as the Keyword Assisted Embedded Topic Model
(keyETM) proposed by Harandizadeh et al. [27]. Furthermore,
a problem with semi-supervised topic modelling so far was
that despite term weighting, many unimportant words appeared
in the topics. To address this problem, future work intends to
apply the semi-supervised Guided Topic-Noise Model (GTM)
[13]], which specifically addresses the high number of irrele-
vant words in colloquial texts. Basically, future experiments
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should be conducted on a comprehensive set of forensic
datasets to definitely decide which approaches are particularly
suited for forensic data analysis.
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