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Abstract—In this survey paper, the task of aspect-based sentiment
analysis is defined in close detail. We explain how this fine-grained
task actually comprises several subtasks and focus on the domain
of customer reviews. We reveal which datasets have been made
publicly available and describe the state of the art on the subtasks
of aspect term extraction, aspect term classification and aspect
polarity classification. We conclude this survey by listing some
of the main challenges the domain is still facing, which illustrate
that this task is far from being solved.
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I. INTRODUCTION

With the arrival of Web 2.0 technologies, online commu-
nication has become commonplace. These allow site visitors
to add content, called user-generated content [1]. Examples
include forums and message boards, blogs, review sites, e-
commerce platforms, but also social networking sites such
as Facebook or Twitter. Not only are these a new means of
interpersonal and community-level communication, they have
also become an important resource for gathering subjective
information.

When we need to make a decision about the purchase
of a car or cell phone, a travel destination to go to, or a
good restaurant to visit, we are typically interested in what
other people think. Before Web 2.0, we asked for opinions
from friends and family. With the explosive growth of user-
generated content on the Web in the past few years, however, it
has become possible to go online and find recommendations or
check the experience of other customers, e.g., for a particular
restaurant to have lunch at. Instead of relying on anecdotal
evidence from friends, we have access to a handy overview of
the main aspects of that restaurant enabling us to answer that
one crucial question: ‘Will I like it?’

The same applies from the perspective of companies,
governments and organizations. To know the sentiments of
the general public towards its brand, products, policies, etc.
an organization no longer needs to resort to opinion polls or
surveys. Most of that information is already available online, in
the form of user-generated content. In previous studies, user-
generated content has been used by companies to track how
their brand is perceived by consumers [2], for market predic-
tion [3] or to determine the sentiment of financial bloggers
towards companies and their stocks [4]; by individuals who
need advice on purchasing the right product or service [5] and
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by nonprofit organizations, e.g., for the detection of suicidal
messages [6].

As the amount of online information has grown exponen-
tially, so has the interest in new text mining techniques to
handle and analyze this growing amount of subjective text.
One of the main research topics is sentiment analysis, also
known as opinion mining. The objective of sentiment analysis
is the extraction of subjective information from text, rather
than factual information. Originally, it focused on the task of
automatically classifying an entire document or sentence as
positive, negative or neutral. This more coarse-grained level
of analysis, however, does not allow to discover what people
like and dislike exactly [7].

Often, users are not only interested in people’s general
sentiments about a certain product, but also in their opinions
about specific features, i.e., parts or attributes of that product.
One way to do this is by applying aspect-based sentiment
analysis (ABSA). Aspect-based (or feature-based) sentiment
analysis systems [8] focus on the detection of all sentiment
expressions within a given document and the concepts and
aspects (or features) to which they refer. Such systems do
not only try to distinguish the positive from the negative
utterances, but also strive to detect the target of the opinion,
which comes down to a very fine-grained sentiment analysis
task and “almost all real-life sentiment analysis systems in
industry are based on this level of analysis” [7, p10].

In this paper, we first define the task of aspect-based
sentiment analysis in detail, with a special focus on the analysis
of customer reviews. In Section 2, we explain which datasets
have been made available in the framework of SemEval, a well-
known workshop in the Natural Language Processing (NLP)
community. Next, we move on to discuss the state of the art
when applying supervised machine learning techniques to the
various subtasks. In Section 4, we explain which challenges
still need to be tackled in the near future after which we
conclude this survey (Section 5).

II. DEFINITION
Several surveys of the field of sentiment analysis are
available, such as [9] or [10]. However, the books [7], [11] are
more recent and extensive summaries of this rapidly evolving
field. Liu offers a comprehensive definition of what an opinion
is:

“An opinion is a quintuple, (e;,a;j, Sijri, M, 1),
where e; is the name of an entity, a;; is an aspect
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#1 of 7,362 Restaurants in Barcelona

- . “Just perfect”

...... Food was excellent, place is small, but really lovely. Service was perfect and super
friendly. Highly recommend this restaurant in Barcelona

@ sroves B 2 ThankReewerx

Figure 1. Review from a particular restaurant in Barcelona that was posted
on TripAdvisor.

of e;, 8351 is the sentiment on aspect a;; of entity
€;, h is the opinion holder, and ¢; is the time when
the opinion is expressed by hj. The sentiment s;;;
is positive, negative, or neutral, or expressed with
different strength/intensity levels.” [11, pp19-20]

Following this definition, sentiment analysis thus consists
of automatically deriving these opinion quintuples from texts
and it comprises various subtasks. We will now explain each
of these tasks based on an example review presented in Fig. 1.

1) Entity extraction and categorization: Extract all entity
expressions in a document collection, and categorize or group
synonymous entity expressions into entity clusters (or cate-
gories). In our example, the collection consists of restaurant
reviews and the entity presented here is ‘Uma’, belonging to
the category Restaurants.

2) Aspect extraction and -categorization: Extract all
aspect expressions of the entities, and categorize these aspect
expressions into clusters. These aspects can be both explicit
and implicit. In our example, we can find out which aspects
of this restaurant are mentioned while reading through the
review. The explicit aspects are ‘food’, ‘place’ and ‘service’.
Implicitly, the final sentence says something about the restau-
rant in general. If we classify all these aspect expressions
into categories, these could be: Food, Ambience, Service, and
Restaurant respectively.

3) Opinion holder extraction and categorization: Extract
opinion holders —h;— for opinions from text or structured data
and categorize them. In our example, this can easily be derived
from the metadata accompanying the review, i.e., we know who
wrote the review. Because of privacy concerns the username
was anonymized to ‘Reviewer X .

4) Time extraction and standardization: Extract the
times when opinions are given and standardize different time
formats, ¢;. This information can also be easily derived from
the time stamp attached to the review: the review was written
on 31 May 2016.

5) Aspect sentiment classification: Determine whether an
opinion on an aspect a;; is positive, negative or neutral, or
assign a numeric sentiment rating to the aspect, s;;,;. We can
read that the food and service were evaluated as positive, as
well as the restaurant in general. Though the reviewer did
note that the place is small -which might hint at a negative
sentiment- this is countered in the next part, which clearly
indicates that there is a positive ambience.

The quintuples that can be derived from our
example are: (Uma, Food, positive, Reviewer
X, May-31-2016), (Uma, Ambience, positive,
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Reviewer X, May-31-2016), (Uma, Service,
positive, Reviewer X, May-31-2016) and (Uma,
Restaurant, positive, Reviewer X, May-31-2016).

This framework has been called many names, such as
feature-based, topic-based, entity-based or target-based senti-
ment analysis, but is currently most-known under the name
of aspect-based sentiment analysis. It should be noted that
any real-life application will have to be able to process many
reviews at once and thus a very important final step is to
aggregate all aspects and sentiments over an entire document
collection.

The focus of this survey is on customer reviews, in this
genre one can derive the entity, opinion holder and time as
such from the metadata, which is why the main focus will
be on the second and fifth subtask. Actually, this second
task consists of two subsequent steps: aspect term extraction
and aspect term categorization. In this respect, we follow the
task decomposition as suggested by the organizers of three
Semantic Evaluation tasks on aspect-based sentiment analysis
(81, [12], [13].

III. DATASETS

When it comes to customer reviews and aspect-based
sentiment analysis, systems have been developed for a variety
of domains, such as movie reviews [14], reviews for electronic
products, e.g., digital cameras [15] or netbook computers [16],
and restaurant reviews [16], [17]. As always when research is
performed on individual datasets, true advancements in the
field cannot be properly evaluated.

Though several benchmark datasets had already been made
publicly available, such as the product reviews dataset of Hu
and Liu [15] or the restaurant reviews dataset of [17], it was not
until the International Workshop on Semantic Evaluation de-
voted attention to the task that this problem was tackled. Parts
of the previously-mentioned English datasets were extracted
an re-annotated for SemEval2014 Task 4 [8] and SemEval
2015 Task 12 [12]. Last year, seven other languages were also
included in a third run of the task, i.e., SemEval 2016 Task
5 [13]. Table 1 presents an overview of all the annotated data
that is available in different languages and domains so far.

TABLE 1. OVERVIEW OF THE BENCHMARK SEMEVAL DATASETS

Domain Subdomain Language #Sentences
Electronics Camera Chinese 8040
Laptops English 3308
Phones Chinese 9521
Phones Dutch 1697
Hotels Arabic 6029
Restaurants Dutch 2297
English 2676
French 2429
Russian 4699
Spanish 2951
Turkish 1248
Telecom Turkish 3310

Noteworthy is that all this data has been annotated using
the same annotation guidelines [18]. Basically, the annotation
process consists of three incremental steps. First, all explicit
and implicit targets -the word or words referring to a specific
entity or aspect- are annotated. Next, these targets are assigned
to domain-specific clusters of aspect categories, and in the final
step the sentiment expressed towards every aspect is indicated.

24



HUSO 2016 : The Second International Conference on Human and Social Analytics

Three main polarities are distinguished: positive, negative and
neutral.

These shared tasks can be perceived as online data compe-
titions: during a specific time frame training data is released
allowing NLP teams from all over the world to work on the
same problem. In a final stage, unseen test data is released,
usually for one to three days and each team can submit their
system’s output. This output is then evaluated for all teams in
the same manner, which facilitates meaningful comparisons of
different techniques.

IV. STATE OF THE ART

In this section, we discuss the state of the art, our main
focus is on supervised machine learning techniques performed
on English data. For more information on unsupervised and
hybrid techniques we refer to the survey [19] and for an
overview of the current approaches to languages other than
English, we refer to the workshop proceedings of SemEval
2016 Task 5 [20].

A. Aspect Term Extraction

For the task of aspect term extraction (ATE), the most
popular and successful approaches are based on frequency and
supervised learning [8], [11]. Hu and Liu [15] introduced the
task of aspect-based sentiment analysis and constructed the
first strong baseline for aspect term extraction by identifying
all nouns and noun phrases based on part-of-speech tags
and counting frequencies. They only kept the frequent nouns
and noun phrases using a frequency threshold. In subse-
quent research, this method was improved by incorporating
pruning mechanisms based on pointwise mutual information,
meronymy discriminators (e.g., for the camera class these
would be ‘camera has’, ‘camera comes with’, etc.) and exploit-
ing the WordNet hierarchy [21]. Another improvement was
to only include those noun phrases that occur in sentiment-
bearing sentences or in certain syntactic patterns [22] or to
use the C-value measure, which allows to also extract multi-
word aspects [23]. A combination of this frequency baseline
with continuous vector space representations of words [24]
has also proven effective in the work of Pavlopoulos and
Androutsopoulos [25].

Using supervised learning, the most dominant method is to
approach the ATE task as a sequential labeling task [11]. Fol-
lowing the IOB2 notation for Named Entity Recognition [26]
the aspect term in the annotated training data is labeled with
‘B’ indicating the beginning of an aspect term, ‘I’ indicating
the inside of an aspect term and ‘O’ indicating the outside of an
aspect term. The two systems achieving the best performance
for this subtask in SemEval 2015 Task 12 used this approach.
In [27] (which was actually based on preliminary work [28]), a
classifier was trained using Conditional Random Fields (CRF),
and in [29] a designated Named Entity Recognition system was
used. Both systems implemented typical named entity features,
such as word bigrams, trigrams, token shape, capitalization,
name lists, etc. For SemEval 2016, subsequent work by Toh
and Su [30] found that using the output of a Recurrent Neural
Network (RNN) as additional features is beneficial for the
labeling tasks. More specifically the Bidirectional Elman-type
RNN model [31] captures long-range dependencies.
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B. Aspect Term Categorization

The next task is to group aspect terms into categories,
known as aspect term categorization. The majority of ex-
isting research combines similar aspect terms into aspect
groups without starting out from a predefined set of aspect
categories. The most common approaches are to aggregate
synonyms or near-synonyms using WordNet [32], statistics
from corpora [33], [34], or semi-supervised learning, or to
cluster aspect terms using (latent) topic models [16], [35]. In
other research domain-specific taxonomies have been used to
aggregate related terms or hierarchical relations between aspect
terms [36]. More recently, a multi-granular aspect aggregation
method was introduced in the work of [37] by first calculating
the semantic relatedness between two frequent aspect terms
and then performing hierarchical agglomerative clustering to
create an aspect term hierarchy.

All the above-mentioned approaches assume that the list
of aspect categories is unknown and has to be aggregated
from scratch. In this respect, the task definition as proposed
in the aspect-based SemEval tasks differs in that several
predefined and domain-specific categories have to be predicted,
thus transforming the aggregation task into a multiclass clas-
sification task. The two systems achieving the best results
on this individual subtask in SemEval 2015 Task 12 both
used classification to this purpose, respectively individual
binary classifiers trained on each possible category, which are
afterwards entered in a sigmoidal feedforward network [27]
and a single Maximum Entropy classifier [38], respectively.
When it comes to the features that were exploited by these
systems especially lexical features in the form of bag-of-words
(such as word unigrams and bigrams [27] or word and lemma
unigrams [38]) have proven successful. The best system [27]
also incorporated lexical-semantic features in the form of
clusters learned from a large corpus of reference data, whereas
the second-best [38] applied filtering heuristics on the classifi-
cation output and thus solely relied on lexical information for
the classification. As is the case for many NLP problems, the
added value of deep learning is becoming more apparent for
this task as well. For SemEval 2016 Toh and Su [30] found
that when their sigmoidal feedforward network is enhanced
with the probability output of a Deep Convolutional Neural
Network (CNN) [39] as additional features, the performance
increases. Moreover, ablation experiments revealed that these
CNN features contribute the most to performance.

C. Aspect Term Polarity Classification

The final task is aspect term polarity classification. In
the context of aspect-based sentiment analysis, the sentiment
polarity has to be determined for each mentioned aspect term
of a target entity. Existing sentiment analysis systems can be
divided into lexicon-based and machine learning approaches.
Lexicon-based methods (see [40] for an overview) determine
the semantic orientation of a piece of text based on the words
occurring in that text. Crucial in this respect, are sentiment or
subjectivity lexicons allowing to define the semantic orienta-
tion of words. Lexicons comprise various sentiment or opinion
words together with their strength and overall polarity. The
word wonderful, for example, indicates a positive sentiment,
whereas the word ferrible has a negative connotation. Many
subjectivity lexicons were constructed in the past, mainly
for English, such as the well-known MPQA lexicon [41] or
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SentiWordNet [42], but also for other languages, such as the
Pattern [43] and Duoman [44] lexicons for Dutch.

Machine learning approaches to sentiment analysis make
use of classification algorithms, such as Naive Bayes or Sup-
port Vector Machines trained on a labeled dataset [10]. This
dataset can be extracted from existing resources, such as re-
views labeled with star ratings [45] or manual annotations [46].
Crucial in this respect is the engineering of a set of effec-
tive features [11]. Current state-of-the-art approaches model
a variety of contextual, lexical and syntactic features [47],
allowing them to capture context and the relations between
the individual words. Though deep learning techniques have
also been applied to this subtask, mainly in the form of
word embeddings [24], for SemEval 2016 the best performing
system relied solely on (advanced) linguistic features [48].

According to Liu [11], the key issue is to determine
the scope of each sentiment expression within aspect-based
sentiment analysis. The main approach is to use parsing to
determine the dependency relations and other relevant infor-
mation, as done in [49] where a dependency parser was used
to generate a set of aspect dependent features, or in [50] where
each feature is weighted based on the position of the feature
relative to the target aspect in the parse tree. With respect to the
SemEval tasks it has been shown that general purpose systems
used to classify at the sentence level are very effective, which
even seems to hold when testing on out-of-domain data [12]
or on other languages [13]. However, we do believe that this
is inherent to the customer reviews used for the SemEval
tasks, these reviews do not contain many conflicting sentiments
within one sentence. This brings us to one of the challenges in
the field, i.e., domain adaptation, on which we will elaborate
in the next section.

V. CHALLENGES

Though research on sentiment analysis has flourished in the
past decade, the problem is far from being solved. Excellent
books and surveys have been published which also devote
much attention to the various challenges that lie ahead, see [7]
and [51] for recent and extensive overviews. In this section,
we discuss some of the main challenges.

The focus on consumer reviews in this survey and in most
of the research performed on aspect-based sentiment analysis
already hints at one challenge, namely domain adaptation.
Consumer reviews are very product-oriented and the aspect
expressions that have to be extracted almost exclusively consist
of nouns or noun phrases. Moreover, when someone writes
a review the text will almost always include an opinion. In
reality, however, large chunks of non-opinionated text co-
occur with opinionated text and also verbal expressions or
a variety of words can be used to refer to certain aspects.
Think for example of political tweets or discussion forums.
Nevertheless, it cannot be ignored that domain-knowledge is
crucial for aspect-based sentiment analysis. The importance of
lexical features in the classification tasks is obvious and if you
have the time to compile a different lexicon for each domain
you will be able to solve about 60% of the cases [7].

Even when not focussing on reviews, most of the text that is
processed in the field of sentiment analysis is user-generated
content (UGC), which is very different from standard text.
Though this UGC is often highly expressive because many
emoticons and techniques, such as flooding (the repetition of

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-519-7

various characters the place emphasis, loooool) can be used, it
is also full of misspellings, grammatical errors, abbreviations,
etc., which hinder automatic text processing because the tools
used for this are originally trained on standard text [52].
Especially if we consider the importance of lexical features,
deviations from the standard can already have a large impact.
In this respect promising research has been performed by Van
Hee et. al. [53], they investigate to what extent the perfor-
mance of a sentiment classifier can be further improved by
applying a complex normalisation system as a preprocessing
step. This normalisation system automatically translates noisy
into standard text and the results reveal that this approach is
beneficial, especially when testing on unseen data.

One can definitely say that UGC also allows for more
creative language use, such as sarcasm, irony, humour and
metaphor. These are all very difficult to interpret for natural
language processing systems. In this respect, we see more
research emerging. In 2015, for example, a SemEval shared
task was organized on detecting sentiment in tweets rich in
metaphor and irony [54]. The tweets provided for this task,
however, were almost all ironic and negative and thus did
not represent a realistic distribution of sarcastic messages
in a random Twitter stream. It will be interesting to see
how research in this direction is performed. Interesting in
this respect is also the idea to construct a knowledge base
including stereotypes and commonly used similes. According
to Schouten and Frasincar [19] this evolution to more concept-
centric approaches combined with machine learning will give
rise to much better algorithms, not only for discovering irony
but also for sentiment analysis in general.

As [55] phrases it: “sentiment analysis requires a deep
understanding of the explicit and implicit, regular and irreg-
ular, and syntactic and semantic language rules.” Extracting
and classifying explicit sentiment might seem straightforward,
however, in reality words are hardly ever used in isolation and
whenever sentence composition comes into play both form
and context can alter the intended sentiment dramatically.
in this respect research is emerging on the impact of those
small negation and modification words, which reveals that
these are crucial to include [56]. Implicit sentiment is even
more complex, much can be read between the lines and even
factual statements can evoke different opinions when used in
different domains [57]. Moreover, in aspect-based sentiment
analysis for example a certain aspect can be referred to with a
pronoun or other synonymous phrases, which brings us to the
task of coreference resolution. Though many survey studies
have claimed that the recognition of coreference is crucial for
successful aspect-based sentiment analysis [11], [S8] not much
research has been performed in this direction. When it comes
to this deep understanding, the field is in high expectations of
the surge of deep learning techniques. It will be interesting to
see whether these new techniques are apt to the task.

VI. CONCLUSION

In this survey, the focus has been on aspect-based sentiment
analysis of consumer reviews. We have defined the task in
close detail and have explained the state of the art for the
subtasks of aspect term extraction, aspect term classification
and aspect term polarity classification. We have discussed some
of the main challenges the field still needs to overcome, such
as domain adaptation, processing user-generated and creative
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language, solving some of the more NLP-hard problems. An
interesting evolution to follow in this respect, will be the
move towards deep learning in the field of Natural Language
Processing.
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