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Abstract—Adolescents often express mental or physical dis-
comfort in vague terms, thereby placing a high cognitive burden
on school nurses, who must interpret incomplete information.
This study proposes a two-layer framework to improve school
health communication by transforming ambiguous student ut-
terances into structured, explainable dialogue flows. The first
layer, auto-prompt expansion, enriches student input into slot-
based representations. The second, the Prompt-Graph Domain-
Specific Language, maps these representations onto a transpar-
ent decision graph for nurse supervision. The system integrates
large language model orchestration, animated avatars, and real-
time graph rendering. In an evaluation of 50 student complaints,
prompt expansion achieved an F1 score of 0.82, whereas slot
extraction scored 0.43 owing to lexical variability. AI-based
rubric evaluations yielded high tone scores, indicating consistent
empathy in responses; however, lower ratings for accuracy and
completeness revealed deficiencies in medical specificity and
follow-up guidance. Future studies will address clinical tuning,
symptom normalization, and long-term field validation.

Keywords-large language models; decision graph visualization;
conversation management; adolescent wellness; school infirmary.

I. INTRODUCTION

Mental health complaints among Japanese junior and se-
nior high school students have grown significantly complex
since the onset of the COVID-19 pandemic. However, adoles-
cents often describe their symptoms vaguely, leaving school
nurses to make rapid severity decisions based on fragmented
information. At Ritsumeikan Moriyama Junior and Senior
High School, for example, the total number of infirmary
visits increased by 52.6% between 2019 and 2021, with 38%
of those visits related to non-injury and non-illness issues
[1]. This growing cognitive load and diagnostic pressure
highlight the urgent need for tools that transform weak,
ambiguous student utterances into actionable clinical cues,
while preserving the nurse’s supervisory role.

Large Language Model (LLM)-based diagnostic support
systems have shown promise in hospital settings but typically

assume well-structured input for adult users. These systems
are not designed to process the multi-symptom, low-verbal
expressions typical of schoolchildren, nor do they provide
the transparency required for nurse oversight. Consequently,
a significant gap persists at the intersection of school health,
adolescent mental health, and explainable Artificial Intel-
ligence (AI). To address this gap, we propose a two-part
framework: auto-prompt expansion, which enriches vague
student input into structured representations; and Prompt-
Graph Domain-Specific Language (DSL), which maps these
representations onto explainable diagnostic flows. The system
reduces nurses’ cognitive burden and improves the consis-
tency of initial assessments.

The remainder of this paper is organized as follows:
Section II reviews related work, Section III describes the
proposed method, and Section IV details its technical im-
plementation. Section V presents a performance evaluation
of the proposed method. Section VI discusses the evaluation
results, limitations, and future directions. Finally, Section VII
concludes the paper.

II. RELATED WORK

A. Automatic Prompt Expansion for LLM

LLMs showed impressive few-shot abilities when supplied
with carefully crafted prompts [2]. To minimize manual
effort, a line of research has emerged on automatic prompt
engineering. AutoPrompt searches the discrete token space
via gradients to elicit factual or sentiment knowledge from
masked language models [3]. In contrast, soft-prompt tuning
learns continuous prefix embeddings that can be mixed and
weighted for downstream tasks [4]. Reinforcement Learning
Prompt (RLPrompt) frames prompt tokens as an action
space and optimizes them with reinforcement learning re-
wards [5], while Gradient-free Instructional Prompt Search
(GrIPS) performs gradient-free, edit-based instruction search
to improve natural-language prompts iteratively [6]. More
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recent methods exploit the models themselves: Auto-Chain-
of-Thought (CoT) samples its reasoning chains to create
enriched demonstrations automatically [7], and Zhou et al.
showed that LLM can rival humans at generating and ranking
high-quality prompts [8]. Building on these insights, our
Auto-Prompt Expansion optimizes prompts for adolescent
health utterances.

B. Explainable and Visual Reasoning

Prompting strategies have also been used to expose model
reasoning. Chain-of-Thought (CoT) prompting makes LLMs
emit intermediate steps, creating human-readable rationales
[9]. Accuracy improves when multiple reasoning chains are
sampled and the most frequent answer is selected [10].
Least-to-Most prompting decomposes complex problems into
ordered sub-tasks, yielding an explicit plan-and-solve trace
[11]. The ReAct framework interleaves rationales with ex-
ecutable actions, such as web searches, so each step is
transparent [12]. Tree-of-Thoughts extends this idea to a
branching search that can be audited after inference [13].
Extending plain text, ReasonGraph visualizes reasoning paths
as interactive flow diagrams [14], and GraphReason converts
multiple CoT traces into a unified graph to detect contradic-
tions [15]. Self-Refine lets the model critique and iteratively
refine its answers, exposing an evolution of thought that
humans can inspect [16].

Despite these proposals, existing work has been evaluated
mainly on synthetic Question Answering or programming
tasks. None targets the ambiguity, safeguarding needs, and
workflow constraints of school health communication. The
proposed Prompt-Graph DSL addresses this gap by convert-
ing enriched student statements into a deterministic dialogue
graph rendered for nurse monitoring, unifying automatic
prompt expansion with visual explainability.

III. PROPOSED METHOD

We aimed to develop an automated AI chatbot that reduces
the burden on school nurses by capturing various student
inputs and enabling nurses to efficiently evaluate and monitor
the chatbots’ behavior.

The design is guided by three core principles:
1) Minimal cognitive load: Students should be able to

convey their condition using brief, natural-language ut-
terances, without requiring specialized prompting.

2) Human transparency: Nurses must understand why the
model responds in a particular way.

3) Auditability: Every reasoning step must be reproducible
from stored artifacts; no specialized prompting is re-
quired.

To satisfy these principles, we propose a two-layer ar-
chitecture (Figure 1). Layer 1 automatically expands vague
prompts into structured representations. Layer 2 determinis-
tically maps these representations onto a declarative decision

Figure 1. Overview of the proposed method.

graph and renders the selected path for nurse supervision.
Collectively, these layers enable:

1) the generation of richer, more informative responses
from limited input, and

2) the provision of structured, multi-slot symptom repre-
sentations for supervising nurses.

A. Problem Statement

Given a short, often vague student utterance u, we aim
to produce (i) a nurse-safe reply r, (ii) a slot vector J =
(sym, i, d, c), and (iii) a path P on a nurse-auditable Prompt-
Graph. The following mathematical expressions do not rep-
resent optimization procedures in the implementation; they
function as compact design abstractions for prompt engineer-
ing. The conceptual search dynamics operate on an explicit
state graph, which we model as a beam search over states
by drawing inspiration from Grice’s cooperative principle in
conversation [17]. When information is missing, the system
applies the Quantity maxim, which prompts clarification.
When the tone is overly rigid, the Manner maxim guides
adjustments to improve clarity and communicative ease [18].
In practice, this search is implemented using iterated template
prompts; no vector arithmetic or gradient-based optimization
is involved.

Each prompt engineering intuition is mapped to three
formal objects:

State
s = ⟨u, J⟩ — current system prompt u and the partially
filled slot vector J .

Operator
Γ = {APPEND_ASK, APPEND_EMPATHY,
APPEND_SAFE} — add a clarifying question /
add an empathy phrase / prepend a safety reminder.

Score
Score = wc C + weE + ws S (1) — weighted sum of
Coverage, Empathy, and Safety.

The auxiliary quantities are defined as follows:
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coverage(J)
C := coverage(J) = # filled slots

4 ∈ [0, 1]. Full coverage,
therefore, yields C = 1.

safe(r)
S := safe(r) ∈ {0, 1}, returns 1 if the reply r satisfies
all safety filters else 0.

E Cosine similarity between the reply embedding and a
fixed “empathy prototype” vector.

wc, we, ws

Non-negative weights are chosen empirically on a vali-
dation set.

τ The score threshold that a candidate must reach to be
accepted; tuned once per deployment.

For “My head feels heavy and a little queasy.”, the first
pass yields sym = headache, i = mild, c = nausea,
d = ∅ (coverage = 0.75). Operator ASK requests duration,
completes J , and the resolver maps J deterministically to a
node P (e.g., mild headache+nausea, duration < 1h).

Our two-layer pipeline realizes a function

F : U −→ R×J × P (2)

where U is the space of student utterances and R the space
of chatbot replies, J is the space of complete slot vectors,
and P is the set of paths in the Prompt-Graph. This function
assigns each utterance u ∈ U to a triple (r, J, P ), where

• r ∈ R is the chatbot’s reply,
• J ∈ J is the fully populated slot vector,
• P ∈ P is the path selected in the Prompt-Graph.

B. Layer 1: Auto-Prompt Expansion

In this layer, the system prompt u and the partial slot vector
J are used to update the current state. Here, sym ∈ S denotes
the symptom, i ∈ (mild,moderate, severe) represents inten-
sity, d ∈ R>0 indicates duration in minutes, and c denotes a
set of co-symptoms. Each state corresponds to an entry in the
Knowledge Base, and operator effects are realized through
system prompt substitutions.

After each LLM call, the system parses the reply to update
the slot vector J and recompute the auxiliary variables C,
E, and S. The same acceptance criterion, Score ≥ τ is
applied. Let ψ denote the final sequence of system prompts
obtained at termination. Upon success, the layer outputs: (i)
the consolidated JavaScript Object Notation (JSON) record
J⋆ and (ii) the dialogue trace ⟨ψ, r,Score⟩⋆, both of which
are passed to Layer 2 for path visualization.

C. Layer 2: Prompt-Graph DSL Resolver

Given J⋆, the resolver evaluates predicates in breadth-
first order to identify the first matching node. Given that
the predicates are mutually exclusive by design, the resolver

operates deterministically. Each edge carries either a follow-
up question or an action suggestion. The J⋆ 7→ P is logged
to support offline replay and error analysis.

The resolver exports the subgraph GP = (VP , EP ),
induced by all the nodes within two hops (i.e., children and
grandchildren) of the current node. The view is updated at
every turn, thereby providing nurses with situational aware-
ness while respecting the simplicity constraints of the kiosk
environment.

IV. IMPLEMENTATION

Figure 2 illustrates the architecture of the digital school
nurse system as deployed in the pilot environment. The
system employs a service-oriented design, wherein inde-
pendent microservices provide conversational intelligence,
prompt expansion, and graph visualization. Developed using
Python 3.11 and orchestrated by Dify, the system inte-
grates three key open-source components: ChatdollKit for
the animated student interface, Dify for LLM orchestration,
and a custom visualization module for nurse-side, node-
level feedback. This section details the operational runtime
cooperation among these services, in accordance with the
requirements outlined in Section III.

A. Conversation Pipeline

The conversation pipeline executes as follows:
1) Student Action: A student verbally interacts with the

digital nurse avatar. The system captures the speech,
converts it to text, and transmits it to the Dify chat API.

2) Prompt Enhancement: An agent (o3-mini) rewrites the
system prompt based on the rules defined in Prompt 1.

3) Self Evaluation: The generated response is scored by
GPT-4o-mini using the evaluation prompt in Prompt 2.
If the score falls below a predefined threshold, steps 2
and 3 are iterated up to three times until the threshold
is met.

4) Response Generation: Dify sends the enhanced prompt
and a system template (Prompt 3) to GPT-4o to produce
the final reply.

5) Slot Extraction: Using the enhanced prompt, GPT-4o-
mini extracts key information into a JSON schema as
detailed in Prompt 4. These JSON objects are logged to
a JSON Lines (JSONL) file for historical review.

6) Prompt-Graph Rendering: The resulting JSON record
is forwarded to the Prompt-Graph Resolver, where a
Python script converts it to a NetworkX graph via
YAML, extracts the relevant subgraph, and renders it
as an SVG file using Graphviz.

7) Output Delivery: The validated reply is sent back
to ChatdollKit to be vocalized by the avatar, while
the corresponding SVG visualization is simultaneously
embedded into the nurse’s monitoring dashboard.
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Figure 2. System overview integrating an animated avatar, LLM
orchestration, and nurse-facing Prompt-Graph visualization.

You are a **Prompt-Expansion Agent**.
Your task is to transform each utterance of health care

from a Japanese school student into a richer, natural-
sounding Japanese sentence or short paragraph that
fully surfaces the student’s meaning so later modules
can answer more accurately.

For every input line:
1. Rewrite it in Japanese, incorporating any information

that is already present about:
- When it happened, started, or ended
- Where it took place
- What exactly happened or is needed
- Why it is a problem or need
- How it is unfolding or how the student feels
(Include **Who** only if the original utterance mentions

people explicitly.)
2. Do **not** invent facts or add content that is absent

from the original utterance.
3. Keep the output plain-no numbering, bullet lists,

roleplay tags, or JSON.
Return **only** the enhanced Japanese sentence or short

paragraph.
You must answer in Japanese.

Prompt 1: Expansion prompt for utterance enrichment by o3-
mini

You are a **Prompt-Expansion Agent**.
For each single-line Japanese utterance from a middle-

school student (‘‘raw input’’):

1. Produce an **enhanced Japanese sentence or short
paragraph** (‘‘enhanced’’) that restates the raw input
and, where the original wording already contains it,
explicitly includes:

- When (timing / duration)
- Where (location)
- What (event, symptom, request, etc.)
- Why it matters to the student
- How the situation is unfolding or how the student

feels
(Add **Who** only if it is explicitly mentioned.)

*Never invent details that are not in the raw input.*
2. **Self-check** the ‘‘enhanced’’ text and assign

quantitative scores (0.00-1.00, two decimals):
- **coverage** = fraction of the five W-H elements

present
- **empathy** = degree of empathy conveyed toward a

young student
- **safety** = 1.00 if the text contains **no** medical

diagnosis, drug names, or prescriptive medical
advice; otherwise 0.00

If **coverage < 0.75** **or** **safety < 1.00**,
rewrite the ‘‘enhanced’’ text once, then
recalculate the scores and use the improved version
.

3. **Output format (exactly two lines, no extra text)**
{{ENHANCED}}
[coverage={{COV}}, empathy={{EMP}}, safety={{SAFE}}]
Replace the placeholders with the final enhanced text

and the three numeric scores.
Do **not** add numbering, bullet points, role-play tags

, or JSON.

Prompt 2: Self-evaluation prompt for prompt quality scoring
by GPT-4o-mini

You are a friendly school nurse assistant.
Collect four items: symptom, intensity (mild/moderate/

severe),
duration (minutes or hours), and co-symptoms (comma

separated).
Ask only one clarifying question at a time.
Avoid medical diagnoses and medication names.

Prompt 3: Chatbot prompt for structured response generation
by GPT-4o

{
"symptom": "headache",
"intensity": "mild",
"duration": "15min",
"coSymptom": "nausea"
}

Prompt 4: Slot extraction prompt for filling the JSON schema
by GPT-4o-mini

B. Prompt-Graph Resolver and Visualization

At startup, it parses the YAML file converted from JSON
into a Pydantic object tree and constructs a directed multi-
graph using NetworkX. The graph object is kept in memory
and queried approximately ten times per student session.

Each traversal event is serialized as ⟨t, J⋆, nprev, nnext⟩ and
appended to a compressed JSONL file for offline analytics.
For visual feedback, the resolver extracts the sub-graph
reachable within two hops of the current node, exports it
to DOT format, and invokes Graphviz in headless mode to
export SVG.

C. Use Case of Implemented System

Figure 3 shows the system in use during its in-situ pilot
deployment. Positioned within the school infirmary, the kiosk
invites students to interact with the animated digital nurse
avatar.

V. PERFORMANCE EVALUATION

A. Procedure

A corpus of 50 student complaints was prepared: 20 were
collected from handbooks and public websites intended for
school nurses, and 30 ambiguous examples were mined from
social media and public question-and-answer platforms. For
each utterance, we created three gold-standard artifacts: (1)
an enhanced prompt that rephrased the complaint in a more
informative context, (2) an exemplary nurse response, and
(3) a four-slot JSON record capturing symptom, intensity,
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Figure 3. Students interacting with the deployed system.

duration, and coSymptom. These artifacts were initially cor-
rected using GPT-4o-mini with a simple prompt (shown in
Prompt 5) to fix typos, missing characters, and expressions
difficult for the model to interpret. The creator then manually
verified that the original intent remained unchanged, thereby
finalizing the gold-standard dataset.

All model runs followed the configurations shown in
Figure 2. Prompt expansion was conducted at a temperature
of 0.7, whereas slot extraction used a temperature of 0.1 for
higher determinism. Prompt fidelity was evaluated using stan-
dard confusion matrix metrics—accuracy, precision, recall,
F1 score—where a cosine similarity of ≥ 0.70 (measured
using Sentence-Bidirectional Encoder Representations from
Transformers (BERT), all-mpnet-base-v2) was considered a
true positive. Answer quality was assessed by GPT-4o using
a rubric-based prompt (Prompt 6), with scores from 1–5
assigned for accuracy, completeness, and tone. JSON slot
extraction was evaluated using exact string matches per slot,
with True Positives (TP) for correct values, False Negatives
(FN) for missing or incorrect values, and False Positives
(FP) for spurious outputs. All utterances used for evaluation
were drawn from publicly available materials or anonymized
examples; no identifiable student data were collected.

B. Results

1) Prompt Expansion: The enhanced prompts achieved 41
TP and 9 FN, yielding an F1 score of 0.82. No hallucinated
slot values were observed below the similarity threshold. This
indicated that most errors stemmed from partial omissions
rather than from fabrication.

2) Answer Quality: Rubric-based evaluation produced
mean scores of 3.63 for accuracy, 3.71 for completeness,
and 4.73 for tone on a five-point scale. The relatively high
tone score confirms a consistently empathetic writing style.
In contrast, the lower accuracy and completeness scores,
which were manually verified, revealed gaps in medical
specificity and follow-up guidance that require further prompt
engineering.

3) JSON Slot Extraction: Using the lower temperature
setting, the system produced 39 TP slots, 56 FP slots, and 47
FN slots, which resulted in an F1 score of 0.43. Most of the
remaining errors stemmed from lexical variation in location

terms and inconsistent mapping of free-text severity phrases
to the three-level scale.
Please correct typos, missing characters, and expressions

that may be difficult for machines to interpret. Do
not change the meaning or intent. Keep the original
wording as much as possible. The input and output text
is in Japanese.

Prompt 5: Proofreading prompt for output correction by GPT-
4o-mini

SYSTEM_MSG = (
"You are a strict school nurse evaluator. Given a gold

reference answer and "
"a candidate answer, rate the candidate on Accuracy,

Completeness, and Tone "
"on a scale from 1 (poor) to 5 (excellent). "
)
USER_TEMPLATE = (
"GOLD:\n{gold}\n\nCANDIDATE:\n{pred}\n"
)

Prompt 6: Rubric-based evaluation prompt for answer scoring
by GPT-4o

VI. DISCUSSION

A. Quantitative Findings from Performance Evaluation

The results in Section V indicate that the proposed pipeline
effectively captures student intent through prompt expansion
by achieving an F1 score of 0.82. This suggests that the
model can reliably augment vague student utterances into
structured representations when supported by an auto-prompt
expansion. Conversely, structured slot extraction remains a
significant bottleneck, with an F1 score of 0.43. A detailed er-
ror analysis revealed that most FPs and FNs were attributable
to lexical variations in symptom and severity expressions.
The system attained a precision of 0.41 and a recall of 0.45,
suggesting that the current model struggles to consistently
identify and normalize the key elements of the complaint. To
address this limitation, additional normalization techniques
such as controlled vocabularies, synonym clustering, or reg-
ular expression filters may be necessary.

Moreover, rubric-based evaluations indicate that while the
consistently high tone scores confirm the system’s ability to
generate empathetic responses, the lower accuracy and com-
pleteness scores expose deficiencies in medical specificity
and the inclusion of appropriate follow-up guidance.

B. Qualitative Feedback from Pilot Deployment

Qualitative observations during the pilot deployment re-
vealed promising user acceptance and workflow integration.
Students reported that the animated avatar was “less intim-
idating than talking to an adult right away,” and many ap-
peared to be more willing to disclose emotional or ambiguous
symptoms. This is particularly valuable in the context of
adolescent mental health, where emotional or social barriers
often hinder verbal expression.

From the school nurses’ perspective, the visual decision
graph rendered on the Scalable Vector Graphics (SVG)
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dashboard enabled passive oversight. This form of transparent
feedback preserved the nurse’s supervisory role while mini-
mizing cognitive overhead.

Notably, this qualitative evaluation focused on user in-
teraction and interface design rather than on the diagnostic
capabilities of the proposed pipeline. The deployed system
was a prototype built on GPT APIs, without integration of the
auto-prompt expansion or Prompt-Graph resolver described
in this study. Therefore, the feedback should be interpreted as
a formative assessment of interaction design, not a summative
evaluation of system performance.

C. Limitations

This study is a controlled pilot with simulated student
inputs, so external validity remains limited. We do not include
external baselines in the camera-ready; instead, we release
the prompts, scoring rubric, and slot schema to support
replication. Slot extraction currently relies on LLM general-
ization without domain-specific post-editing, hence structured
outputs are not yet suitable for unsupervised clinical use.
The qualitative evaluation is small and short-term and does
not assess long-term behavior or health outcomes. Near-
term work targets synonym normalization, ordinal severity
mapping, lightweight post-editing rules, a small supervised
adapter, and per-slot error analysis.

VII. CONCLUSION AND FUTURE WORK

This study introduced a two-layer framework designed to
mitigate the cognitive load on school nurses by transforming
ambiguous student complaints into structured, explainable
dialogue flows. Our evaluation demonstrated that the auto-
prompt expansion layer effectively enriches vague inputs,
achieving a high F1 score of 0.82. However, the subsequent
slot extraction process remains a challenge, with an F1 score
of 0.43, highlighting issues with lexical variability in student
expressions. While AI-based rubric evaluations confirmed the
system’s ability to generate empathetic responses, they also
revealed deficiencies in medical specificity and follow-up
guidance, underscoring the need for further refinement.

Future work will concentrate on enhancing clinical reliabil-
ity and robustness. Key priorities include the implementation
of controlled vocabularies and synonym normalization to
improve the precision of slot extraction. Furthermore, a long-
term field study is necessary to validate the system’s real-
world effectiveness, assess its impact on nurse decision-
making, and understand how student interactions evolve over
time. Through these efforts, we aim to develop a clinically
reliable tool that enhances adolescent health support in edu-
cational settings.
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