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Abstract—Screening for relevant research is among the most
time-intensive phases of a Systematic Review (SR), significantly
impacting its timeliness and resource requirements. Automation
through Large Language Model (LLM) promises substantial
efficiency gains, potentially reducing the human screening work-
load and mitigating the risk of reviews becoming outdated prior
to publication. Existing research has primarily explored LLM
applications in Title & Abstract (TiAb) screening, achieving
promising sensitivity but limited investigation into Full-Text (FT)
screening. This study extends the S-tier prompting approach,
originally developed for TiAb screening, to FT screening. An
experimental evaluation was conducted using the LLaMA 3.1 8B
model on five real-world SR datasets. Two FT prompting strategies
were tested: one that directly adapted the 5-tier TiAb approach
to FT screening, and another addressing the known ’lost-in-the-
middle’ phenomenon by positioning eligibility criteria before and
after the full text. Findings indicate that providing FT context
improves workload reduction considerably, nearly doubling it
in some cases, though sensitivity slightly decreased compared to
TiAb screening. Notably, positioning eligibility criteria both before
and after FT significantly improved performance, highlighting the
importance of the prompt structure. These results demonstrate
that careful prompt engineering enhances LLM effectiveness in
FT screening, balancing the critical trade-off between sensitivity
and workload reduction. Overall, this research underscores the
potential of LLM-based FT screening, providing valuable insights
into prompt optimization for systematic review automation.

Keywords-systematic review; screening automation; full-text
screening; LLM.

I. INTRODUCTION

The screening process, where researchers evaluate the
relevance of papers to a predefined research question based on
eligibility criteria, is one of the most time-consuming aspects of
a Systematic Review (SR) [1]. The automation of this process
is essential for reducing human workload, thereby enabling
timely, high-quality evidence-based research, particularly in
time-sensitive situations or projects with limited resources.
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Furthermore, automation addresses the challenge that some
SRs become outdated already by the time they are published
[2].

Several studies have evaluated Large Language Models
(LLMs) for screening automation in Title & Abstract (TiAb)
and, more recently, Full-Text (FT) screening. However, only
a few of the LLM-powered TiAb screening approaches are
extensible for FT screening.

Since token limits no longer restrict LLM-based screening
automation to the TiAb phase, the traditional separation
between TiAb and FT screening can be reconsidered in
the context of automated approaches. The 5-tier prompting
approach, which acts as a prefiltration mechanism by removing
records where the LLM is highly confident that the eligibility
criteria are not met, has demonstrated promising results for
TiAb screening [3]. Given its inherent scalability, this study
focused on extending and evaluating the 5-tier prompting
method for FT screening. The following research question is
addressed through an experimental evaluation in which two
FT prompting strategies are benchmarked against the original
TiAb prompt, using LLAMA 3.1 on five real-world datasets:

Does providing the FT as additional context during
screening yield higher sensitivity and greater workload
reduction compared to LLM-powered TiAb screening?

The remainder of the paper is organized as follows: In
Section II, the steps needed to conduct a SR are described,
followed by a summary of related work in LLM-powered
screening in SRs. Furthermore, Section III describes how the
experiments have been conducted and which SRs were used
for evaluation. The results are presented in Section IV, while
Section V answers the research question by interpreting them.
Finally, Section VI concludes this study and points out potential
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future work based on the findings of this study.

II. BACKGROUND AND RELATED WORK

SRs follow a structured approach by i) retrieving potentially
relevant primary research, ii) evaluating the eligibility of those
candidate studies, and iii) synthesizing the relevant findings
[4].

In the first phase of a SR researchers define a research
question. Based on this, the corresponding eligibility criteria,
which are divided into inclusion and exclusion criteria, are de-
fined. An insensitive search string is used to retrieve potentially
relevant papers from multiple academic libraries, followed by
deduplication. The deduplicated records are then passed to
the second phase to evaluate the relevance of these candidate
studies [5]. This is typically done in a double-blinded mode,
meaning two reviewers screen all records to minimize human
errors and bias. In case of conflicts, a third reviewer’s opinion is
used to resolve it [6]. Initially, researchers evaluate the relevance
of each paper based on its title and abstract, comparing it to
the already defined eligibility criteria. Records that meet all
inclusion criteria and do not violate any of the exclusion criteria
in this initial screening stage are subsequently subject to FT
screening based on the same eligibility criteria. After the second
screening stage, the appropriate data gets extracted from the
remaining papers and included in a descriptive analysis and a
flow diagram to ensure transparency and reproducibility [5].

The mean duration of an SR from the PROSPERO registry
[7] is approximately 67 weeks [8], with TiAb and FT screening
being the most time-critical phases. [9] analyzed 319 SR re-
quests from the SR request data from Weill Cornell Medicine’s
service. Out of the 319 SR requests, 30% were abandoned
during TiAb and 24% during FT screening, underscoring the
criticality of these two screening stages.

Due to the remarkable performance improvements of LLMs
across various downstream tasks over the last few years,
several studies have experimented with automating screening
in SRs using such models. By introducing Instruction Structure
Optimized (ISO) prompting and their ISO-ScreenPrompt [10],
researchers achieved results over 90% in terms of accuracy,
sensitivity, and specificity on the training and validation datasets
for FT screening. [11] demonstrated how Retrieval Augmented
Generation (RAG) with GPT-4 [12] can effectively be used for
FT screening. In their setting, the FT of each paper served as
the document set from which the LLM retrieved information.
The evaluation of their approach on one completed SR resulted
in a specificity of 99.6%.

Other studies with either insufficient [13] or only in some
cases on par with human [14] results underline the difficulty
of automating FT screening with LLMs.

Given the limited amount of related work in FT screening,
this study further focused on related work covering TiAb
screening approaches. Studies were considered relevant if they
were extensible and achieved a high sensitivity. Several studies
on LLM-based TiAb screening have been found [15]-[17], but
rarely any reach a sensitivity of greater than 99%. To be used
in real-world practice as a replacement for human screeners,

any automation approach must meet this sensitivity level, as
required by Cochrane [18]. The 5-tier approach [3] is one
study that introduced a scalable prompting strategy and reached
the Cochrane sensitivity requirement. This was achieved by
classifying papers into five categories, ranging from 1 (highly
relevant) to 5 (not relevant). Papers that the LLM assigns to
category 5 are excluded automatically, while those in categories
1 to 4 remain subject to human screening. This approach, which
excludes only studies where the LLLM is highly confident of
ineligibility, maximizes sensitivity. However, the effectiveness
of the 5-tier approach on open-source LLMs and its application
to FT screening have not yet been investigated.

III. METHODOLOGY

Compared to the 5-Tier-Prompting case study [3], LLaMA
3.1 8B has served as LLM for evaluation instead of GPT-4.
Figure 1 depicts the required steps to conduct experiments on
TiAb and FT screening, which are subsequently described in
detail. The code used to conduct the experiments can be found
in the supplementary material provided through Zenodo [19].

As the SYNERGY dataset [20] was used for evaluation, the
first stage of the pipeline included FT retrieval via the BioC
API for PMC Open Access [21] followed by parsing the XML
response. Due to restricted access to retrieve the FT of various
papers, only the 5 largest SRs after retrieval were considered for
evaluation as they most closely mirrored real-world conditions.
The selected SRs had a substantial number of studies to screen
with a relatively small proportion of studies ultimately included.
In this paper, the term ’dataset” was used for each of the 5
selected SRs. Table I gives a brief overview of each dataset
regarding the topic of the SR, number of total records, and
number of records with decision ’include’ as ground truth after
retrieval.

TABLE I. DATASETS AFTER FT RETRIEVAL

Dataset Topic(s) Records | Included
Bos_2018 Medicine 1163 5
Brouwer_2019 | Psychology, Medicine 6482 11
Leenaars_2020 Medicine 791 75
van_Dis_2020 | Psychology, Medicine 1753 15
Walker_2018 Biology, Medicine 3234 88

In prompt construction, three different prompts have been
used. The 5-Tier-Prompting approach [3] for TiAb screening
served as the baseline, while two FT screening approaches
have been introduced:

o FT1: The 5-Tier prompt has been adjusted accordingly by
exchanging the terms ’title and abstract’ to ’fulltext’ (see
Table II) and the FT has been passed instead of TiAb.

o FT2: In addition to the changes in FT1, the eligibility criteria
have been positioned before and after the FT. This approach
was inspired by the study of [10] to address the ’lost-in-the-
middle’ phenomenon [22]-[24].

Table III summarizes the prompt structure used in the three
approaches. For the baseline (TiAb), the same approach as in
[3] was used. The structure for FT1 was similar to that in [3],
where the only adjustments were the new system prompt and
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Figure 1. Conceptual Architecture.

TABLE II. SYSTEM PROMPT FOR FT SCREENING

Structure Prompt
Role Play In- | You are a researcher rigorously screening full-texts
struction of scientific papers for inclusion or exclusion in a

review paper. Based on the provided inclusion and
exclusion criteria listed below, you are asked to assign
the paper to one of the following groups:

"1 Highly Relevant”: Based on the given fulltext, the
paper meets all inclusion criteria and no exclusion
criteria. Therefore, the paper will be included.

5-Tier-Group
Definition

“2 Probably Relevant”: The information provided in
the full-text indicates that the paper is likely relevant.

“3 Undecidable™: The given full-text does not contain
enough information to evaluate whether the inclusion
and exclusion criteria are met.

“4 Probably Irrelevant”: Based on the given full-text,
it is likely that at least one inclusion criterion is not
met or that at least one of the exclusion criteria is met.

“5 Not Relevant”: Based on the full-text, it is clear
that the paper does not meet the criteria. Therefore,
the paper will be excluded.

Based on the probability of a paper meeting all
inclusion criteria and no exclusion criteria, assign
it to one of the five categories. Only type the number
of the group as “17, “27, “3”, “4” or “5” in your
response. Do not type anything else.

Response In-
struction

TABLE III. PROMPT STRUCTURE FOR SCREENING

TiAb FT1 | FT2
System Prompt [3] | System Prompt Table II | System Prompt Table II
Title and Abstract Full-Text Eligibility Criteria

Full-Text
Eligibility Criteria

Eligibility Critera Eligibility Criteria

the provision of FT instead of TiAb. FT2 is an extension of FT1,
which aimed to address the ’lost-in-the-middle’ phenomenon.

The constructed prompt was then passed to a locally hosted
LLaMA 3.1 8B model for screening. By including a validation

function to check whether the response of the LLM was only a
number between 1 and 5 (as requested in the prompt), invalid
responses were eliminated. If, after five retries, the response
for a paper was still invalid, the paper got manually assigned
17 as tag value. By assigning ’1°, the paper was subject to
human screening in the setting, as the LLM was not able to
provide a valid screening decision.

This modular architecture allows the approach to be adapted
to alternative FT retrieval mechanisms and other LLMs.
Additionally, the prompt construction is independent of the
underlying eligibility criteria and candidate studies, enabling ap-
plicability to large-scale systematic reviews without restriction
to specific topics or domains.

Similar to [3], evaluation is based on two metrics: sensitivity
and workload reduction. Sensitivity as defined in (1) is the
fraction of ground-truth includes classified by the LLM as
include. It measures the risk of missing relevant studies.
Workload reduction (2) is based on the assumption that
screening automation is integrated into the systematic review
workflow as a filtration step, whereby records classified as
exclude are removed prior to the human screening phase.
Consequently, it represents the proportion of papers excluded
by the model.

True Positive

Sensitivity =

(1)

True Positive + False Negative

True Negative + False Negative
n 2
where n represents the total number of papers

Workload reduction =

IV. RESULTS

As in [3], alpha = 4 was used to transform the LLM response
into a binary classification for further analysis, meaning that all
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records with a tag value smaller or equal to 4 got the decision

’include’ and entries with tag value 5 got the decision ’exclude’.

Figure 2 shows the sensitivity per dataset for each prompting
approach. FT1 was on par with TiAb on three datasets, while
FT2 outperformed TiAb in Leenaars_2020, where TiAb had
98.67% and FT 100% sensitivity. Overall, in only 4 cases, a
sensitivity of less than 100% was achieved. For Walkers_2018
both FT approaches and Leenaars_2020 TiAb and FT1, the
sensitivity was less than 100%. The lowest sensitivity score
had FT2 for Walkers_2018 with only 94.32%.

Sensitivity

Brouwer_2019  Leenaars_2020 = van_Dis_2020 Walker_2018
100.00% 98.67% 100.00% 100.00%
100.00% 97.33% 100.00% 95.45%
100.00% 100.00% 100.00% 94.32%

100.00%
99.00%
98.00%
97.00%
96.00%
95.00%
94.00%
93.00%
92.00%
91.00%

ETiAb
mFT1
mFT2

100.00%
100.00%
100.00%

HTiAb EFT1 mFT2

Figure 2. Sensitivity per Dataset for each Prompting Approach.

In Figure 3, the workload reduction per dataset is visualized.

FT2 outperformed TiAb in 4 out of 5 datasets, whereas
FT1 showed the weakest workload reduction of all three
approaches in every dataset. In the most extensive dataset,
Brouwer_2019 with 6482 records, FT2 outperformed TiAb in
terms of workload reduction, achieving 37.03% compared to
9.43%, whereas TiAb outperformed FT2 on the smallest dataset,
Leenaars_2020 with 791 records, with 16.43% compared to
14.29%.

Workload Reduction

Bos_2018 Brouwer_2019 Leenaars_2020 van_Dis_2020 Walker_2018
10.92% 9.43% 16.43% 21.33% 8.29%
3.70% 4.26% 3.16% 6.45% 4.67%
27.60% 37.03% 14.29% 35.60% 24.98%
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Figure 3. Workload Reduction per Dataset for each Prompting Approach.

Figure 4 and Figure 5 give valuable information when
comparing the three different approaches by visualizing the
weighted averages of sensitivity and workload reduction for
TiAb, FT1, and FT2. Given the varying sizes of the datasets
used in the evaluation, the results have been weighted by the
size of each dataset to obtain weighted averages for sensitivity
and workload reduction. In this way, the weighting prevents the

largest dataset from disproportionately influencing the average
performance of each screening method.

On average, TiAb screening achieved a sensitivity of 99.73%,
while FT1 and FT2 had 98.56% and 98.86% respectively.

Weighted Averages of Sensitivity
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Sensitivity
o
[=2]

L

1
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1

0.2 1

—=—= Target Sensitivity (99%)

0.0 - T

TiAb FT1 FT2
Screening Method

Figure 4. Weighted Average of Sensitivity for each Prompting Approach.

However, when comparing the workload reduction of each
approach, FT2 achieved the highest result with 27.9%, almost
15% higher than TiAb, which had a 13.28% reduction. FT1
turned out to perform weakest in terms of workload reduction
with only 4.45%.

Weighted Averages of Workload Reduction
27.90%

Workload Reduction

TiAb FT1
Screening Method

Figure 5. Weighted Average of Workload Reduction for each Prompting
Approach.

V. DISCUSSION

The results showed that when using LLaMA 3.1 8B, only
LLM-powered TiAb screening meets Cochrane’s sensitivity
requirement (sensitivity > 99%).

The experiments using FT were based on the assumption
that additional context might increase the workload reduction
by reducing the number of irrelevant papers included by the
LLM, while maintaining a high sensitivity.
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FT1 turned out to be the least favorable setting, achieving
the lowest sensitivity and workload reduction among all three
approaches. The results were counterintuitive to the assumption
that additional context might help the LLM to make better
screening decisions. Hence, FT2 was introduced to check
whether the task was too complex for the model or, due to the
long context of the instruction and paper, the LLM got lost in
the middle of processing and ’forgot’ about eligibility criteria.
The only difference between FT1 and FT2 was the positioning
of the eligibility criteria. By setting the eligibility criteria before
and after the FT in the prompt, sensitivity increased slightly,
while workload reduction improved significantly. [10] also
reported performance increases when positioning criteria before
and after FT to address the ’lost-in-the-middle’ phenomenon,
confirming the plausibility of the FT2 approach.

The lower sensitivities of the FT approaches compared to
TiAb mean that the LLM wrongly classified certain papers
as ’exclude’ while the ground truth was ’include’. When
comparing papers against the eligibility criteria, humans
naturally focus more on methodological chapters and results.
When providing the FT of a paper to an LLM, chapters such
as the related work and future work might be misleading and
could influence the screening decision.

VI. CONCLUSION AND FUTURE WORK

The conducted experiments gave valuable insights into LLM-
powered TiAb and FT screening. Additional context, provided
by passing the FT instead of only the TiAb, showed no further
improvements in terms of sensitivity. Other approaches need
to be considered to verify whether additional context might
help to constantly reach over 99% of sensitivity. However, the
increase in workload reduction in the FT2 setting indicates
that additional context provided enhances the decision making
of LLMs during screening.

A more extensive evaluation dataset, with SRs from different
topics, could confirm the robustness of the 5-Tier-Prompting
approach for FT screening. Given the rapid evolution of LLMs,
an evaluation with newer models could provide further insights.
As this study focused on the use of an open-weight model,
a comparison of results between LLaMA 3.1 8B and newer
LLaMA models could give further insights into whether the
currently false negative classifications are occurring due to
the high complexity of the task. Lastly, not all parts of a
paper are likely to be relevant during the screening process.
New experiments, where LLMs are enhanced to focus more
on relevant chapters by either changing the current prompt
or introducing pre-processing of FTs, might further improve
performance.

In summary, this study confirmed the significant potential of
the 5-Tier-Prompting approach. Although the extension of the
approach by considering the FTs requires further evaluation,
the results with LLaMA 3.1 8B are promising and potentially
open up even better results with newer open-weight models.
Nonetheless the small decrease in terms of sensitivity when
using FT needs to be further investigated.
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