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Abstract—Maladaptive health behaviors are closely linked to
lifestyle-related diseases, such as obesity and type 2 diabetes. One
significant factor contributing to maladaptive behavior is delay
discounting, the tendency to prioritize immediate rewards over
delayed ones. Episodic Future Thinking (EFT) is an intervention
to reduce delay discounting and promote behavior change. EFT
involves mentally simulating future events in a vivid manner,
influencing decision-making and emotional well-being. Studies
show EFT’s effectiveness in reducing delay discounting and
its potential for improving various health behaviors, including
exercise and medication adherence. However, EFT’s mechanisms
of action and the conditions that impact its efficacy are unknown.
This paper describes a study of EFT ‘cue texts’ to determine what
makes them effective. It explains a new and efficient method to
classify such texts with a few data, which can be used for further
analysis to identify what characteristics of the texts lead to
positive health outcomes. Classification framework is built using
the FLAN-T5 large language model, with good results from zero-
shot, and better results from few-shot in-context learning. This
approach may be extended to address other behavioral health,
wellness informatics, and technology-related approaches to global
health challenges.

Keywords— Episodic Future Thinking (EFT); delay discount-
ing; maladaptive health behavior; Natural Language Processing
(NLP); zero-shot learning; few-shot in-context learning.

I. INTRODUCTION

Maladaptive health behavior refers to actions or habits that
are detrimental to a person’s physical or mental well-being.
Smoking and excessive alcohol consumption are examples
of these behaviors. Maladaptive health behaviors are closely
linked to lifestyle-related diseases, e.g., obesity, type 2 diabetes
(T2D), cardiovascular diseases, certain types of cancer, and
respiratory conditions. Promoting healthy lifestyle choices –
regular exercise, a balanced diet, stress management, and
avoidance of harmful substances – can significantly reduce the
risk of developing these diseases. Interventions focusing on
behavior change, support, and education can help individuals
adopt healthier habits.

One contributing factor to maladaptive health behavior and
lifestyle-related diseases is Delay Discounting (DD), which
refers to the tendency to devalue delayed rewards in favor
of immediate gratification [1]. Many unhealthy behaviors,

and diseases related to lifestyle, are connected to DD [2].
Excessive discounting of delayed rewards is observed not only
in substance-dependent individuals but also in individuals with
behavioral disorders, such as pathological gambling, overeat-
ing, obesity, and Attention Deficit Hyperactivity Disorder
(ADHD). Interventions could help with treating addiction and
disorders linked to excessive discounting.

An increasing number of health behaviors and populations
have been targeted by Episodic Future Thinking (EFT) [3] as
an intervention for behavior change, aiming to decrease DD.
EFT is a cognitive process that involves mentally simulating
or envisioning future events in a detailed and vivid manner.
It allows individuals to project themselves into the future
and imagine specific situations, actions, and outcomes. EFT
has garnered significant attention in recent years due to its
potential role in influencing behavior, decision-making, and
emotional well-being [3].

When investigating the impact of EFT on both DD and
health behavior, participants commonly produce written or
spoken depictions of personally significant future events.
These descriptions are subsequently utilized as prompts/cues
to facilitate EFT during decision-making tasks conducted in a
laboratory setting or in real-world environments [4].

One study [5] focused on the association between DD
and glycemic regulation, medication adherence, and eating
and exercise behaviors in adults with prediabetes. It suggests
that DD is a significant predictor of glycemic control and
health behaviors in adults with prediabetes. Modifying DD
can improve glycemic control and prevent the progression
from prediabetes to T2D; interventions such as EFT may be
beneficial. Another study [6] examined the effects of EFT on
medication adherence in individuals with T2D, and potential
mechanisms underlying these effects, such as improvements in
prospective memory and DD. EFT had a positive impact on
medication adherence among participants with T2D. Further
research [7] focused on the long-term effects of EFT training
on DD in individuals with prediabetes, as well as its impact on
weight, HbA1c levels, and physical activity. Results indicate
that EFT training can lead to sustained changes in DD and that
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a combination of EFT and a low carbohydrate, low glycemic
index diet can be effective for weight loss and glycemic control
in individuals with prediabetes.

It has been shown in several studies that EFT is an ef-
fective intervention that can be scaled up to reduce DD and
promote healthier behaviors. This study aims to enhance the
effectiveness of EFT in preventing and treating T2D by gaining
a better understanding of how EFT works and the factors
that influence its efficacy. Previous and ongoing studies have
shown significant variations in the content characteristics of
EFT cues. The structure of the cues also varies, such as the
extent to which they form a coherent narrative or describe
achievement of health and personal goals, such as weight
loss or financial planning. Additionally, cues differ in terms
of imagery, vividness of events, emotional tone, and level of
detail provided. We aim to build Natural Language Processing
(NLP) classifiers to predict EFT content characteristics. In
addition, our research aims to reduce the cost of annotating
participant data for classification, and leverage more efficient
and adaptable Large Language Models (LLMs). By utilizing
techniques that rely on pre-trained LLMs and their ability
to generalize to new tasks, we hope to pave the way for
more accessible and scalable methods in NLP research. We
are particularly interested in exploring the application of few-
shot and zero-shot in-context learning techniques within the
emerging field of instruction-tuned models.

In Section II, we discuss the application of NLP in the
health domain, as well as the methodologies employed in
constructing NLP classifiers. Section III delves into the zero-
shot and few-shot classification of EFT data. The results are
presented in Section IV, and we draw our conclusions in
Section V.

II. RELATED WORK

In recent years, NLP has been shown to help with global
health challenges. In this domain, by leveraging corpora and
learning approaches, NLP has demonstrated strong perfor-
mance in various tasks, e.g., text mining [8], classification
[9], sentiment mining [10], and information extraction [11].
In particular, NLP techniques may offer multiple perspectives
in mental health research and in mental health clinical practice
[12]. For instance, a study [13] explored the feasibility of auto-
matically extracting schemas from thought records. A method
for identifying the use of evidence-based psychotherapy for
post-traumatic stress disorder was developed by applying
NLP methods to clinical notes [14]. NLP also can address
the knowledge gap in utilizing lifestyle modification data,
including diet, exercise, and tobacco cessation, from Electronic
Health Records (EHRs) for research purposes [15].

Furthermore, as the research in diabetes care is growing,
and a considerable portion of real-world data exists in narrative
form, NLP technology presents a viable solution for effectively
analyzing narrative electronic data [16]. Given the success
of NLP approaches, several studies have been dedicated to
diabetes care and diseases [17] [18]. A high-performance NLP

system [19] was developed for automatically detecting hypo-
glycemic events from EHR notes of diabetes patients. It can be
utilized for EHR-based hypoglycemia surveillance and popu-
lation studies to improve patient care and enhance research
in diabetes management. A thorough thematic analysis was
performed [20] to identify 12 themes of vulnerability related
to the health and well-being of T2D patients by leveraging
language models with high test accuracy. To understand the
information needs of diabetics a classification schema for
diabetes-related questions was developed by analyzing ques-
tions collected from a health website [21]. An investigation of
the relationship between lifestyle counseling in primary care
settings and clinical outcomes in patients with diabetes applied
NLP to electronic notes [22] to retrieve and classify lifestyle
modification assessments and advice.

Transformers such as BERT [23] offer a promising approach
for building text classifiers, but one significant challenge lies
in the amount and quality of data they require. Annotating data
for training classifiers can be costly, time-consuming, and re-
quires domain-specific knowledge. Manual annotation involves
experts meticulously labeling large volumes of data, which is
a resource-intensive and time-consuming task. Likewise, since
many text datasets are imbalanced – with few instances of the
minority category relative to those in the majority category –
special care and techniques are required, as shown in our prior
studies [24] [25].

Initially, fine-tuning was a dominant approach where these
pre-trained language models were adapted to specific down-
stream tasks by further training on task-specific labeled data.
While fine-tuning yields impressive results, it heavily relies
on large amounts of task-specific labeled data, which could
be limiting when labeled data is scarce or non-existent for
certain tasks or domains. Prompt tuning [26] emerged as a
response to address the limitations of fine-tuning. Instead of
relying solely on task-specific labeled data, prompt tuning
leverages the pre-trained language model’s ability to generate
text by providing input prompts. By constructing appropriate
prompts, including task-specific information or instructions,
language models can be fine-tuned on new tasks without the
need for extensive labeled data. Zero-shot learning takes the
concept of prompt tuning further by allowing language models
to generalize their understanding to unseen tasks or categories.
With zero-shot learning, a pre-trained language model is
capable of performing tasks for which it has never been
explicitly trained [27]. By leveraging auxiliary information or
prompts, such as textual descriptions or instructions, zero-shot
learning enables language models to classify or generate text
for new categories or tasks. Few-shot in-context learning [28]
[29] builds upon the zero-shot learning paradigm and focuses
on adapting language models to new tasks or categories with
only a small number of labeled examples (also referred to as
demonstrations). In few-shot in-context learning, the language
model leverages a few labeled examples to quickly learn task-
specific patterns or characteristics. The training examples are
concatenated and provided as a single input to the model,
which suits the k-shot learning scenario. GPT3 [28] showed
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emergent few-shot learning by simply pre-pending examples
of the task as the input to the model. During testing, the model
is assessed on a new target task with k-training examples.
This approach significantly reduces both computation costs
and the data requirements for adaptation to new tasks, making
it particularly useful when labeled data is scarce or expensive
to acquire.

In the context of few-shot in-contex learning, the term “k-
shot” refers to the number of labeled examples available for
each task. For example, if a model is trained on a 5-shot
for a classification task, it means each task is provided with
only five labeled examples or demonstrations. The model then
uses this limited data to make predictions when presented with
new tasks during testing. The value of k can vary depending
on the specific few-shot learning scenario and the available
data. In this context, k=0 represents zero-shot learning, k=1
corresponds to one-shot learning, and k>1 indicates few-shot
learning. It is expected that the model’s performance improves
with a larger k because it can learn from more examples.
Additionally, the inclusion of a prompt provides additional
context, which enhances the model’s accuracy, particularly
when k is small.

The capacity of LLMs to adjust to specific tasks using few-
shot demonstrations (in-context learning) has been observed
[30]. As the size of LLMs increases, emergent capabilities
have become more apparent [31] [32]. LLMs have demon-
strated the capacity to generalize to unfamiliar tasks through
instruction-based learning. Instruction tuning is a novel ap-
proach in NLP that utilizes natural language instructions
to enable zero-shot and few-shot performance of language
models on previously unseen tasks. Instruction-tuned LLMs
are fine-tuned with inputs and outputs that are instructions,
using techniques such as Reinforcement Learning from Hu-
man Feedback (RLFH) [33], or instruction-tuned based on
supervised fine-tuning which involves the process of refining
a pre-trained language model using public benchmarks and
datasets which have instruction template formats. To enhance
the fine-tuning process, additional instructions are introduced,
either manually created or automatically generated, to augment
the training data [34] [35]. These approaches can improve the
LLMs’ ability to follow instructions and safely adapt to new
tasks.

III. METHOD

Given the superiority of the instruction-tuned language
models [30], as the first step, we need to choose a pre-
trained instruction-tuned model. The FLAN-T5 11B model
(11 billion parameters, FLAN-T5 XXL) [36] outperforms
the PaLM 62B model (62 billion parameters) [36], a novel
transformer language model trained using the Pathways ML
system [32] which is a recently developed machine learning
system that allows for highly effective training. Moreover,
FLAN-T5 excelled on difficult tasks in the BIG-Bench dataset
[36]. Given the exceptional performance of the FLAN-T5
model and the public release of it, this model was selected.
It is the instruction-tuned version of the T5 encoder-decoder

model [37] that has undergone fine-tuning across a variety of
tasks to follow instructions. It is able to perform zero-shot
NLP tasks, as well as few-shot in-context learning tasks.

In our dataset, the participants were asked to write short
texts (cues) about the events for different time frames, ranging
from one month to ten years. Participants generated detailed
and vivid descriptions of these events. The data used in this
study originated from 18 different research studies conducted
by medical research teams at two universities (Virginia Tech
and the University of Buffalo). These studies specifically
investigated the impact of EFT on diabetes and other rele-
vant health-related outcomes. In total, the dataset comprises
approximately 11,000 cues, each a few sentences in length. An
example of selected data from one participant is as follows:

• In about 1 month, I am playing golf with my friends. We
are having a great time and enjoying the company and
competition. We laugh and have a great time.

• In about 3 months, I am picking my daughter up from
college. I am excited she is done with school and we go
to lunch at our favorite sushi restaurant and enjoy each
other’s company.

• In about 6 months, I am fishing in the bay with friends.
We are on a charter boat and excited to catch some nice
fish. We bet on who will catch the biggest fish.

The goal is to build a classification framework to predict
the topic of the cues, as well as a level/value for three
categories related to imagery, featuring variation in: event
vividness, episodicity, and emotional valence. Table I shows
the definitions for the 14 categories.

A subset of the data is used for manual labeling in Amazon
Mechanical Turk. Each text was labeled by three different
annotators to ensure the quality of the labeling process.
The annotators are given the definition, and an example, for
each category (Table I). Overall there are 400 labeled texts.
For binary categories, we randomly sample 10 labeled texts
belonging to a category (positive examples) and 10 labeled
texts not belonging to that category (negative examples), i.e.,
20-shots, and the 380 remaining are used for testing the few-
shot and zero-shot settings. For 10-shot, 5 of the positive and
5 of the negative sampled labeled texts are used. The test data
is the same (i.e., for zero-shot, 10-shot, and 20-shot). For the
three-class classification, we randomly sample 10 examples
from each class (30 labeled data for few-shot learning) and
the 370 remaining are used for testing. For the 15-shot case,
we use half of the labeled examples.

For an instruction-tuned model, the instructions and con-
text provided to a language model are encompassed within
prompts. Therefore it requires prompt engineering such that
the input to the model contains well-crafted prompts, ensuring
meaningful guidance, rather than blindly inputting everything
without context. Prompt engineering involves the process of
designing and refining prompts to effectively utilize language
models for various applications [38]. Typically, the compo-
nents that constitute a prompt are as follows:

• Instruction: Instruct the model on the desired actions,
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TABLE I
CATEGORY DEFINITION

Class Definition
Vivid: not The text contains no details about the event. It is difficult to imagine the event. No context has been given

regarding the event.

Vivid:
moderately

The text contains only a few details or mostly non-specific details. The reader is left to fill in gaps, making
it somewhat hard to imagine the event. More details could have been provided describing the event. Some
context has been given regarding the event

Vivid:
highly

The text contains sufficient and specific details so that the event described is readily and easily imaginable. A
considerable amount of context has been given regarding the event.

Episodic:
not

The writer primarily describes general knowledge of events or occurrences. The event is described as if the
writer is not present or personally experiencing the event.

Episodic:
moderately

The writer describes both personal experiences, events, and actions in addition to general facts or ideas. The
writer is somewhat in the moment but also adds in a few facts or ideas.

Episodic:
highly

The writer primarily describes personal experiences, events, and actions, NOT general facts or ideas. The writer
is describing events as if they are currently experiencing them “in the moment”. The writer provides details
about their own emotions and/or what they hear, see, or feel.

Emotion:
negative

Primarily contains references to negative emotions or behaviors, including sadness, crying, or anger.

Emotion:
neutral

Contains references to both positive and negative emotions or behaviors or contains weak or ambiguous
references to positive or negative emotions and behaviors.

Emotion:
positive

Contains references to both positive and negative emotions or behaviors or contains weak or ambiguous
references to positive or negative emotions and behaviors.

Health Contains an obvious, specific reference to physical or mental health. Examples include but are not limited to
improved or worse physical state or mental health, and intentional changes in behaviors to improve health and
health outcomes.

Recreation Contains obvious or specific references to engaging in an activity for leisure or fun while not working at one’s
job. Examples include but are not limited to sports or physical activities like running or hiking, art, movies
and television, or hobbies like gardening.

Better-me Contains obvious or specific references to “a better me”, including personal development, self-improvement,
making positive changes in life, achievements, hard work, or determination. May contain references to the idea
that things are looking up or getting better.

Celebration Contains an obvious, specific reference to a celebration or a celebratory event.

Food Contains obvious or specific references to food, eating, cooking, or a meal. Eating or food is a major and
essential component of the text.

Alone Contains an obvious, specific reference to events and activities which shows being done alone.

Family Contains obvious or specific references to family (immediate or extended). Family is a major and essential
component of the text.

Partner Contains an obvious, specific reference or mention of a romantic partner.

Friends Contains obvious or specific references to a friend or friends (non-family members). Friends are a major and
essential component of the text.

Pet Contains obvious or specific references to a pet, not any animal.

guide its utilization of external information (if available),
and outline the construction of the output.

• Context: Serves as supplementary knowledge for the
model, providing additional information. They can be
manually included within the prompt, obtained through a
vector database using retrieval augmentation, or acquired
through alternative methods.

• Input Data: Refers to the input provided by a human user
(i.e., the user input or query)

• Output indicator: Denotes the starting point of the to-be-
generated text

Although not all prompts incorporate these elements, a well-
crafted prompt frequently incorporates two or more of them.
To adapt the model to our dataset, the instruction for the
model is set as the category definition followed by some
demonstrations (examples) for few-shot in-context learning.
For classification, a demonstration involves an input x and
its corresponding ground-truth label y. The model is provided
with a sequence of such demonstrations, followed by a test
input. The objective is for the language model to predict the
label of this final data point. The demonstrations are sampled
randomly for the model. Below is an example of an input
instruction template for the 3-shot setting. Fig. 1 also depicts
the framework for building a classifier. For the zero-shot
setting, the input prompt contains only the instructions, query,
and output indicator. The block below is an example.

”””Classify the given text into three categories: not episodic,
moderately episodic, and highly episodic based on the defini-
tion for each category.

• Highly episodic definition: The writer primarily describes

personal experiences, events, and actions, NOT general
facts or ideas. The writer is describing events as if they
are currently experiencing them at the moment. The
writer provides details about their own emotions and/or
what they hear, see, or feel.

• Moderately episodic definition: The writer describes both
personal experiences, events, and actions in addition to
general facts or ideas. The writer is somewhat in the
moment but also adds in a few facts or ideas.

• Not episodic definition: The writer primarily describes
general knowledge of events or occurrences. The event
is described as if the writer is not present or personally
experiencing the event.
In about 10 years, I am blowing out the candles on
my birthday cake and feel pleased that my family has
gathered because they love me so much. I am smiling
because my adult children are making fun of how many
candles are on my cake this year. I hear one of them
jokingly say it’s time to call the fire department and
everyone laughs with love in their voices.
Output: Highly episodic
##

Input: In 6 months, I am visiting my mother-in-law. She
is down visiting from Indiana. She is staying with us for
a week. We have waited for her to come down for a
long time because we have not seen her in years. We are
ecstatic she is here and is visiting. The kids are excited
that they finally get to see her. We are going shopping
and do other fun things while she is here. We are looking
forward to all the excitement that happens while she is
visiting.
Output: Moderately episodic
##

In about 5 years, my car is paid off. Sweet! Who doesn’t
love any more car payments?
Output: Not episodic
##

Input: In about 4 years, I am on vacation at the beach
relaxing in the sun under a big umbrella. I am with my
husband and my daughter and we are finally taking a
family vacation. My husband is playing with my daughter
out in the ocean, jumping waves, and helping her on a
boogie board. I am back in my chair on the sand, my
sunglasses are on and I am enjoying the quiet and the
warmth. The sand is warm between my toes and the
weather is perfect. I am feeling at peace.
Output: ”””

For few-shot learning, given that the maximum sequence
length for the model is 2048 tokens, we can provide up to
30-shots i.e., we randomly sample 10 examples per class
for the three-class classification. To be consistent, for the
binary classes, we also randomly sampled 10 positive and
10 negative examples for each category. Therefore, we can
provide the model with 20-shots for each binary category
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Fig. 1. Classification framework for few-shot in-context learning

(topical categories) and 30 shots for the 3-class categories
(episodic, vivid, and emotion).

IV. RESULTS

We present the results for model performance for zero-shot
and few-shot in-context learning. To evaluate the classification,
we measure the accuracy and macro F1-score. Each experi-
ment is run for 3 trials and the average result is reported in
Tables II and III. Table II shows the classifier performance
for the three class categories while Table III shows the perfor-
mance for topical (binary) categories. Performance with few-
shot examples is better than the zero-shot learning approach,
for all the classes, allowing the model to better comprehend
and distinguish for those classes. The improvement shown in
Table II through few-shot learning is impressive, i.e., for the
three classes of episodicity, vividness, and emotion. Increasing
the number of demonstrations from 5 to 10 per class also
helped the model to improve performance. As a result, the few-
shot learning paradigm demonstrates superior performance, ef-
fectively capturing underlying patterns in the data, surpassing
the limitations of zero-shot learning, which relies solely on
generalizing to entirely unseen classes without any labeled
training samples. Our model demonstrates strong performance
in the binary category for zero-shot setting, showcasing its
capability to handle classification tasks effectively. However,
its true capability becomes evident when faced with few-
shot examples. Even with limited training data, the model
exhibits superior adaptability and displays enhanced perfor-
mance. These findings highlight the importance of learning
from examples to enhance the classification capabilities of the
model and showcase its potential for real-world applications
with limited labeled data. In this study, we employed a single
model for classification and observed notable advantages with
few-shot learning. Overall, prompting one model provides a
more efficient approach that can lead to enhanced perfor-
mance and easier management of machine learning tasks.
It is particularly advantageous when dealing with resource
constraints, like those arising from the expense of manual
labeling, especially when datasets are imbalanced and have
very few positive/minority examples.

TABLE II
PERFORMANCE OF FLAN-T5 FOR 3 CLASS CATEGORIES

category zero-shot 15-shot 30-shot
Accuracy F1-score Accuracy F1-score Accuracy F1-score

episodic 60% 44% 89% 78.3% 91.3% 83%
vivid 74% 45% 81% 67.66% 86% 84%

emotion 80% 55% 81% 59.6% 82% 72%

TABLE III
PERFORMANCE OF FLAN-T5 FOR BINARY CATEGORIES

category zero-shot 10-shot 20-shot
Accuracy F1-score Accuracy F1-score Accuracy F1-score

health 94% 93% 94% 93% 94.3% 94.6%
better-me 79% 77% 80.3 77 81% 78%
recreation 83% 80% 83% 81% 85% 83%

family 79% 79% 83.6% 83.6% 85.3% 84%
friend 85% 79% 89.3% 82.33% 89.6% 83%
future 96% 95% 99.6% 99.6% 100% 100%
food 55% 50% 95.6% 94.6% 96% 96%
pet 95% 84% 96.6% 87% 98% 89.3%

alone 91% 83% 91 % 83.3% 92% 84%
celebration 71% 69% 82% 79% 82.3% 79.6%

partner 84% 81% 94% 92% 95% 94%

V. CONCLUSION

This research examines content characteristics of EFT data
generated by people who suffer from conditions such as dia-
betes. Little is known about how these content characteristics
influence the effectiveness of EFT in promoting behavior
change. We proposed to utilize a pre-trained instruction-tuned
model and apply zero-shot and few-shot in-context learning for
classification to predict the content and characteristics of the
generated EFTs. This can then be used for in-depth analysis
to pinpoint which text features contribute to positive health
results. The proposed method serves as a powerful tool that
addresses the barriers posed by traditional fine-tuning methods,
which typically demand a large amount of labeled data.
Unlike fine-tuning, few-shot in-context learning significantly
reduces the data requirements, making it more accessible and
applicable in scenarios where labeled data is scarce or costly
to obtain. By utilizing a single pre-trained model for each
classification task and adapting it to new tasks with only a
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few examples, this approach avoids the need for maintaining
separate models for every specific classification task. This
efficiency not only saves computational resources but also
opens up opportunities for practical implementations across
various domains and industries. In essence, few-shot in-context
learning represents a new and effective NLP technique that
bridges the gap between data scarcity and high-performance
artificial intelligence, offering a promising pathway for further
advances in health-related domains. Future work includes us-
ing other instruction-tuned LLMs that can handle longer input
sequence lengths, as well as more generalization capabilities
for different NLP tasks.
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