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Abstract—Outdoor localization is problem that many people
are facing in everyday life. One way to determinehe location
of a user is to use an image-based localization rhed. In this
paper, we propose an approach based on geometriafares of
buildings to address image-based localization in awoutdoor
environment. Our proposed method can be described sa
follows: first, we compute descriptors of buildingsfacades at
the scene by using cross-ratios, then, we match theo images
in a database, we get the length of the facade regwved and we
estimate the location of the user's camera. We useoss-ratios
to compute the descriptors of buildings because iis a
projective invariant. Our method is tested with buidings
within a campus and a Geographic Information Systen{GIS)
created from OpenStreetMap.
localization;  cross-ratios;

Keywor ds-lmage-based GlIS;

building recognition.

l. INTRODUCTION

Image-based localization consists in determining th

position of a user's camera, i.e., the user 'stiposiby
computing the distance from known objects in angeaVe

use it in many domains such as robot localizationl a

landmark recognition. In urban environment, talildings

may interfere with the Global Positioning SystemP&3
signal which results in an inaccurate localizationsuch a
situation, an image-based localization may reptheeGPS-
based solution [16]. Generally, image-based loatbn is

composed of three main steps: performing image mivagoof

the scene from all geo-referenced images storethtabase
and retaining the best candidate to find the apprated

area of the user, computing the length of a knobjea in

the scene and estimating the position of the user.

For the first step, special features of the image a

extracted to differentiate it from the other imagasthe
database. In [1], [7] and [8] authors used Scalarant
Feature Transform (SIFT) descriptor [2] for imagatching.
In [3], Roberto Cipolla utilized Harris-Stephendeatgor [4].
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ratios to describe buildings images. The remairafethis
paper is organized as follows. Section 2 lists tékated
works. Section 3 describes our proposed methodetaild
Section 4 explains our experiences and our reshtstion 5
is the conclusion.

Il.  RELATED WORKS
There are many researchers who proposed techriigues

outdoor localization in a city using mobile devicés this
section, we will list some works relating to imdgesed

localization and building recognition.
Johansson and Cipolla [13] proposed a technique tha
uses the parallel planes in buildings to find teenbgraphy

of images in a city scene and hence predict thatitme of the
camera. This approach reduces the amount of memory

allocated for images in the database but it is iferkn
precision.

N. Haala and J. Bohm [14] presented a system for
locating a building in a city using a databaseDfr8odels of
buildings. They convert a 3D model into a single dBw
per orientation for each image and apply a 2D to 2D
matching. To recognize the building, the systermaexs the
edges and corners by the Generalized Hough Tramsfdne

telepointing device used for their approach is cosap of a

camera, a GPS receiver, an electronic compash, serisor
and a laptop. All of these materials are hard &rbe

In 2004, D. Robertson and R. Cipolla [15] workedan
localization technique in urban environment using a
smartphone. The user takes a picture of his sudings and
sends this image as a query to a server whichleesain a
database of fagades. The system computes the wanish
points of query image in horizontal and verticakdtions by
extracting lines in theses principal directions. e3d
vanishing points will be used for camera pose edton.
After this process, the system computes descrifogsiery
image based on Harris corner detection. The deecrip
defined by a vector of 8x8 matrix of Red Green BIRE&B)
pixel values centered in each interest point. Téteation of

In [5], C. Card and W. Hoff used Oriented FAST anGinterest points is repeated with different imagales using a

Rotated BRIEF (ORB) [6] descriptor for image manchi
This article proposes an image-based

approach in an urban environment which extractsngédc

features of building’s facade as keypoints. We os#ss-
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localizatio

yramid of scaled images. After that, the matchisg
xecuted at each level of scale in the pyramiddoexe
robust matching. This approach requires additiomamory
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space and high computation time, which decreasespgbed
of the process.

In 2009, N. Yazawa and H. Uchiyama [17] developed :
system for estimating user position by matchingaptured
image from a camera equipped with a compass andi@®S
a database of 104 panoramas. The method Speeded
Robust Features [20] (SURF) is used for image coispa
and triangulation for estimating the camera poske T
matching of SURF features with panoramas in thelese

Database
of images

Scene capluring

i Descriptors extraction

t+—= matching

|

shapefile

Cross ratios
descriptors

Candidates > 1

and the captured image took 400 seconds. In oteraysve L i
want to improve this time computation. : \ information

In 2013, M. Donoser and D. Schmalstieg [18] introehl) ; iy

. T : s . - { . stimation of
a discriminative classification problem for matdimterest YAML | Fleel o oY 4
points detected in the query image and the 3D pairthe ’ Soscipins user

known world. They compared their method with trenstard

Nearest Neighbor, Random Fern and Random Forest. T SERVER | Mobile device

result proves that their proposed method giveshilgbest :

value of mean classification accuracies and standal

deviations. Figure 2. Flow chart diagram describing the system
In 2015, B. Zeisl and T. Sattler [19] presentedoting-

based pose estimation strategy for matching imagehe

. . |l S RERPP PRI 7l e - “
database and query image. They wanted to compatglsp <o 0,< :
verification and appearance-based filtering. I s %

e
. PROPOSEDMETHOD . : A
. = .. route_points % : g @ b O
A, Systemoverview . X% @ GD -
Our proposed method is divided in two parts: seside » R}
and client side. The client side is composed ahargphone - e O
r;_el imageBased| ocalization f’j Q
Take photo k - B comme 7. 5007010 874736 Echate [ in

Figure 3 Spatial data of the campus

Localize my position

B. Descriptors extraction and images matching

Most of the time, buildings present a lot of linear
structures resulted from windows, doors and facades
with which the user takes pictures of his surrongdiwith ~ arrangement (Figure 4-a). We will use these lirstarctures
the smartphone's camera. The photo of buildingsseilve to  to detect keypoints of buildings. To extract thesgpoints,
estimate his position. The user interface of oyliegtion is ~ We follow this algorithm:

Figure 1. Home interface of the application

shown in Figure 1. Step 1: Convert the image into greyscale and afigy
The information related to a specific building fwamn on ~ Canny Edge detector [23] on that image (Figure.4-b)
the smartphone's screen after identification. Aftest, the Step 2: Apply Standard Hough line Transform [243 an

system estimates the user position. The serveesstai keep only the lines in the vanishing directionsriguntal
images of buildings that people have already takemputes and vertical). Figure 4-c shows vertical (green)d an
descriptors of images according to the generatstre of horizontal (red) lines after Hough lines Transform.
buildings and saves them in a YAML file (acronym of  Step 3: Extract the intersections of lines (blugsda
“YAML Ain't Markup Language”) which will be uploadkto ~ Figure 4-d) in different vanishing directions aneeg them
the smartphone. Figure 2 shows this process. as relevant keypoints for that image. _

This YAML file is coupled with 2D GIS which contan From these keypoints, we compute the descripteoh
the spatial disposition of buildings within the qaus that we Keypoint as the cross-ratio of four collinear psiand store
are interested in our experience. We use OpenStageand them in a matrix. We choose cross-ratio becausis @
Quantum Geographic Information System [21] (QGIS)projective invariant. The cross ratios CR of fowllinear
software to create these data. A screenshot afghtial data Points P1, P2, P3 and P4 is defined as follows:
of the campus, exploited within QGIS, is shown iguFe 3.
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R= (X3-x1)(x4 - x2)
(x3-x2)(x4 - x1)

)

where x1, x2, x3 and x4 are respectively the vabies
coordinates of points P 1, P2, P3 and P4.

To match cross ratios descriptors of two imagesuse
Fast Library for Approximate Nearest Neighbour ()

(a)

(b) (€)

Figure 4. Extraction of intersections of lines.

(d)

[9] based matching to find the best matches of rj@scs in
the scene. FLANN

We build indexes using Locality Sensitive HashihgH)
[10] [11] which is robust in high dimension of dawith
LSH, we can achieve faster matching.

C. First pose estimation from GIS query

The list of intersections from the descriptor esti@n
step will serve as input to track the edges otithitding. The
coordinates of intersections are stored in a mateked
intersections matrix. This matrix is shown in Figus. We
keep the external coordinates of intersections &wknthe
building location in the image. We query the nanfighe
building into the GIS to find its position on theam At this
step, the approximated user position is estimasedear the
facade of this building.

1(0,0) 1(0,1) -
\ I ; .
S\, 0) I, 1) I(n,p)

Figure 5. Matrix of coordinates of intersectionngai Blue dots represe
the extracted intersections of |in step ..

I( 0.' ) I—--"//f’ll

/'/
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D. Camera pose estimation from camera parameters and
GIS

After retrieving the approximated user position, we
would like to know his exact position by camera eos
estimation. For that, we compute the homographythef
facade extracted in the camera's screen and thddan the
GIS. We can compute the camera pose estimation by
computing the camera intrinsic by this matrix afl2y:

X

u WC
v|=AlRT] ¥ 2
1 Fve

1

where A is the camera intrinsic matrix,

R and T are the extrinsic parameters (Rotation and
Translation matrix) of the camerg,., Y. andz,. are world
coordinates of one point and y]" are the coordinate of one
point in pixel coordinates.

is enhanced by Random Sample
Concensus [22] (RANSAC) algorithm to remove ouslier

ax y uO
A=l 0 a, Vv, 3
0O 0 1

wherey is the skew (often we take 0 as its valua)vg]"
is called the principal point, usually the coordesof the
image centerg, and a, are the scale factor in theandy
coordinate directions, and are proportional to fheal
length f of the camera:

4

k« andk, are the number of pixels per unit distance in x
and y directions.

The coordinates of camera in the world coordinates
given by:

C=—-R'T (5)

IV. EXPERIENCE ANDRESULTS

We perform our experiment with an Alcatel One Touch
Pixi 3, a low cost smartphone, which has the foltmwv
specifications: processor: MediaTek MT6572M - 1 GHz
Dual Core, OS: Android 4.4.2 KitKat, RAM 512 Mbyt®ur
database is composed of 100 images of buildingentak
around a campus.

Here, we show some matching results of imageseén th
scene and from the database: the images on treréeffuery
images taken from smartphone, and the images orighe
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are those stored in the database. Here we proveotha
cross-ratio descriptors are perspective invaridhitls, the
result image from the database can be the imageeafame
building but in different view point as we see I ffirst line
of result images (Figure 6-b).

Figure 6. Some results of building localization

In addition, the building’s fagade is marked withirblue
rectangle and the information about its positiopristed on
the screen. The time computation for matching h@@ges in
the database took about 120 milliseconds with lthis cost
smartphone. This demonstrates the accuracy ofpmach
for real-time application.

V. CONCLUSION AND FUTURE WORK
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