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Abstract—Japan is facing a shortage of healthcare workers due 
to the declining birthrate and aging population. This issue is 
placing a heavy burden on them to address the growing demand 
for 24-hour medical services. Information and Communication 
Technology (ICT) has opened up the possibility of collecting 
valuable data and providing insights for more control over 
patients' lives. Early approaches to detect accidental falling and 
wandering behavior using ICT include the use of invasive and 
non-invasive sensors. However, in order to put these approaches 
into practical use, further measures are needed. In this study, 
we propose a camera monitoring system to automatically detect 
typical patients’ behaviors, such as, rising from the bed, leaving 
the bed, falling down, and wandering. Our system utilizes 
infrared omnidirectional cameras that allows a wide range of 
monitoring actions during day and night. Skeletal information 
of multiple patients is captured using a computer vision-based 
pose detection to classify each behavior. Evaluation experiments 
demonstrated the feasibility of detecting typical patients’ 
behavior using the proposed system. 

Keywords-hospital; patient monitoring; healthcare facility; 
ommnidirectional camera; human pose estimation. 

I.  INTRODUCTION  
The increasing percentage of elderly people in many 

national populations [1] is resulting in an increasing number 
of functionally impaired hospitalized patients, such as, 
cerebrovascular patients who are paralyzed on one side. Such 
patients have an increased risk of falling and consequently 
injuring themselves [2]. Falling is one of the main reasons for 
them to be hospitalized or placed in residential care. There is 
also an increasing number of dementia patients, who have a 
tendency to wander. Inpatient falling and wandering are 
serious problems for the management of healthcare facilities. 
Nursing patrols and nighttime monitoring as countermeasures 
can interfere with patient sleep. The increasing number of 
patients and the growing shortage of healthcare workers could 
lead to the stopping of such services. This would result in a 
lower quality of patient life. 

Several measures have been introduced in healthcare 
settings to detect patient falling and wandering, but their 
effectiveness is limited. For example, a pressure-sensitive mat 
sensor placed on or next to a bed can detect the patient leaving 
the bed but cannot detect wandering or falling down. 
Moreover, a patient can easily remove or move the mat to 
prevent sensing, and frequent false detections can results from 
visitors stepping on the mat. Martinez et al. developed a 

monitoring system for patients on the bed in a healthcare 
facility using an infrared camera [3]. It can only detect a 
patient leaving the bed; it cannot detect wandering or falling. 
Furthermore, the monitoring area is limited to a bed and its 
immediate area. 

At the research level, Murata et al. developed a multi-
action monitoring system for healthcare facilities that uses                    
MS-KINECT sensors [4]. However, they cannot detect a 
person lying on a bed because they cannot detect differences 
in the depth between a patient and a bed. Moreover, their 
coverage is limited to a bed and the surrounding area. 

We have developed a monitoring system that uses an 
infrared omnidirectional camera to automatically detect 
typical actions by multiple patients in healthcare facilities. 
Using an infrared omnidirectional camera enables it to 
monitor patients throughout day and night. It continuously 
detects and tracks patients on the basis of their skeletal 
information, estimates the kinds of actions, and notifies the 
staff if it detects a predefined abnormal action, such as falling.  

This paper is organized as follows. Section II describes 
related work on monitoring systems for the healthcare sector. 
Section III introduces our proposed system. Sections IV and 
V describe the experimental setting and results. Section IV 
discusses the accuracy of estimating a patient’s location from 
an omnidirectional camera image, and Section V describes the 
evaluation of activity classification based on a patient’s 
skeletal information. Finally, Section VI summarizes the key 
points and mentions future work. 

II. RELATED WORK 
 Several types of monitoring devices using various kinds of 
sensors have been introduced in the healthcare sector to detect 
such patient actions as falling and wandering, as illustrated in 
Figure 1 [5].  
 Pressure-sensitive bedside sensor mats (Figure 1 (a)) are 
commonly used for detecting a patient rising from and/or 
leaving the bed [6]. Changes in sensor voltage are used to 
detect rising from the bed, leaving the bed, and standing 
beside the bed. However, pressure-sensitive mats typically 
have low durability, can produce false detections due to 
visitors stepping on them, and can miss detections due to 
unintentional or intentional movement of the mat.  
 Clip-type sensors (Figure 1 (b)) have long been used to 
detect patient leaving the bed. One end of a cord is clipped to 
the patient’s clothing, and the other end is attached to the bed 
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frame with a magnet. If the patient leaves the bed, the cord 
detaches from the bed, and a notification is sent to the nurse’s 
station. However, they can cause the patient to feel like they 
are being monitored, can produce false detections due to 
patient movement in the bed, and can only detect the patient 
leaving the bed, not falling.  

Heat and infrared sensors (Figure 1 (c)) can detect the 
patient’s location and patient wandering, but they can also 
detect visitors.  

Electromagnetic tags (Figure 1 (d)) are useful for tracking 
patients [7][8], but indoor positioning accuracy is generally 
poor due to radio interference. Moreover, patients sometimes 
refuse to wear a tag or deliberately remove them.  
 A promising alternative to these methods is non-invasive 
monitoring using optical sensors, such as, web cameras, 
because patients cannot disable them. Such sensors are well 
suited for healthcare facilities because they can capture 
images of multiple patients simultaneously. However, most 
such systems currently in use do not support 24-hour 
monitoring, only daytime monitoring. Moreover, their 
coverage is limited to a bed and the surrounding area. 

Depth cameras are commonly used to estimate the human 
pose in three dimensions, and the depth camera in an MS-
Kinect device has shown adequate performance in healthcare 
imaging applications [9][10]. They can measure not only the 
changes in body posture, but also pose (skeletal) information 
for the targeted person. It is possible to estimate a patient's 
action using this information.  

Recent computer vision applications enable the detection 
of 2D human poses from a single image [11][12]. Furthermore, 
the 3D human pose can be estimated by using human pose 
libraries taken from motion capture devices as a reference [13]. 
Unlike an MS-Kinect sensor, which must be within a certain 
distance to the target, these applications are more flexible. 
Skeletal information can be derived for a body located more 

than 5 m from the camera. Their application in various fields 
is expected. 

III. PATIENT MONITORING SYSTEM 
We considered the following requirements to be essential 

for a patient monitoring system. 
• Monitoring both day and night (i.e., 24-hour 

monitoring). 
• Locating and identifying multiple patients. 
• Monitoring entire multi-patient room using a 

minimum amount of easy-to-install equipment. 
• Detecting multiple actions, including rising from the 

bed, leaving the bed, falling down, and wandering. 
• Notifying hospital staff of abnormal patient behaviors. 
• Protecting privacy. 

 
On the basis of these requirements, we developed a novel 

patient monitoring system for healthcare facilities. The 
proposed system detects patient actions using a single infrared 
omnidirectional camera positioned to face the patient’s bed, 
as illustrated in Figure 2. 

An infrared camera is used, which enables 24-hour 
monitoring. In addition, employing an infrared camera leads 
to privacy protection because it does not capture clear images 
compared to a visible-light camera. It has an omnidirectional 
lens, which enables simultaneously detection of multiple 
patients in a large patient room. The system continuously and 
simultaneously detects and tracks multiple patients on the 
basis of their 2D skeletal information estimated from the 
camera image. Each patient's actions are classified and labeled 
in accordance with predefined rules. When an abnormal action 
is detected, a notification is sent to a hospital staff. 

We intend to implement this system on a single-board 
computer in the near future and complete each image 
processing as the edge. This will enable easy equipment 
installation and privacy protection.  

 
 

(a) Mat sensor (b) Clip-type sensor 

  

(c) Heat and infrared sensors (d) Tag sensor 

Figure 1. Various types of sensors used for detecting wandering. 
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Figure 2. Overview of proposed patient monitoring system. 
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In this paper, we describe the monitoring of patients using 
an omnidirectional camera. In particular, we describe in detail 
panorama expansion from images captured by the camera, the 
detection and tracking of patients using 2D skeletal images 
obtained using the OpenPose library, joint angle calculation, 
and action classification. 

A. Panorama Expansion 
The use of a camera with an omnidirectional lens 

composed of a hyperboloid mirror enables the capture of a 
360° image from the projection of the hyperboloid mirror. 
With this type of lens, image resolution is high on the sides of 
and below the lens; the area immediately above the lens 
cannot be captured. Each captured image is expanded to a 
panorama image by perspective projection transformation. 
This requires equal division in the circumferential direction 
from a predefined center point (xc, yc) in the omnidirectional 
image. Four vertex pairs are calculated as parameters using  
 

 𝑥 = 	− !!"#
(%!&'!))*+%',#!&-!&)!

+ 𝑥' , (1) 
 

 𝑦 = 	− !!"-
(%!&'!))*+%',#!&-!&)!

+ 𝑦' , (2) 
 
where X, Y, and Z are points in 3D coordinates in the 
omnidirectional image, x and y are points in the image 
coordinate system on the panorama image, a, b, and c are 
parameters for the hyperboloid mirror satisfying c2 = a2 + b2, 
and f is the focal length of the camera. These coordinate pairs 
and perspective projection transformation are used to 
calculate the 2D coordinate points in the panorama image. 
Figure 3 shows an example omnidirectional camera image and 
the expanded panoramic image. 

B. Detecting and Tracking Patient Location  
The relative location and orientation of the patient’s body 

from the camera are estimated using the 2D skeletal image for 

the patient. The location of the patient is defined as a polar 
coordinate P (θ,R), which is calculated using skeletal 
coordinate Joint (j1…jn). Figure 4 shows the definitions of the 
skeletal parameters used in this study. Azimuth θ is centered 
at the camera and is determined by the ratio indicated by the 
horizontal coordinate of the Body Center Of Mass (BCOM) 
under the assumption that horizontal width W of the 
panoramic image is 360° in all directions. Thus, 
 

 𝜃 = 360 ∙ ./01"
2

	 . (3) 
 
The horizontal coordinate of BCOM is calculated using 
 

 𝐵𝐶𝑂𝑀! =
"#"#"!"#"$"…"%"

%
	 . (4) 

 
Distance R is determined by the scale of body torso s 

calculated from the distance between joint a and joint b, as 
shown in Figure 4. Under the assumption that the posture of a 
person's body is always parallel to the vertical axis of the 
camera, R can be determined by multiplying s by the weight 
calculated on the basis of the ratio between and distortion 
measured using a calibration process. 

C. Calculation of Joint Angles and Action Classification 
Patient actions are classified using several parameters 

calculated from the skeletal information: joint coordinates of 
patient’s head, body variation (standard deviation of BCOM), 
body axis tilt angle, and joint angles from shoulder, elbow, 
knee, and leg. First, the standard deviation of BCOM 
indicating the patient’s movement is calculated using 
 

 𝑉𝑎𝑟!"#$ = % %
$
∑ '𝐵𝐶𝑂𝑀&((,*) −𝐵𝐶𝑂𝑀---------((,*).

,$
&-% 	.  (6) 

 
Then, the tilt angle of the body axis is calculated from the body 
torso s vector described in Section III-B and the horizontal 
axis vector.  

 
 

Figure 3. Example expansion of omnidirectional camera image. 
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Figure 4. Definition of parameters from skeletal information. 
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The joint angle is calculated as the relative angle between 
the longitudinal axis of two adjacent segments. For the elbow 
joint angle, the adjacent segments are the upper arm and 
forearm. For the arm (shoulder) joint, the adjacent segments 
are the upper arm and shoulder. For the knee joint angle, the 
adjacent segments are the upper leg and lower leg. For the leg 
(hip) joint, the adjacent segments are the upper leg and hip. 
Let u and v be vectors representing two adjacent segments. 
Each joint angle between u and v is calculated using 
 

 𝜃34567 = 180° − 89∙;<
|89|∙|;<|

	 . (5) 
 
Each joint angle is calculated separately for the left and right 
sides.  

The region of the bed is defined such that the bed is 
arranged with the long side perpendicular to the camera 
vertical axis. 

Using the parameters described above, we set the rules 
for the four actions considered in this study (see Table I) and 
classify the actions on the basis of these rules. The results of 
action detection are labeled and stored as time series data. 

IV. EXPERIMENT Ⅰ 
Experiment I was conducted to measure the accuracy of 

patient location estimation. Using an omnidirectional camera 
installed at a height of 2.7 m in a multi-patient room, we 
captured images spanning an arc of 90°. We measured the 
position at a total of 35 points in increments of 15° up to 90°, 
1 to 5 m in increments of 1 m. The camera was an industrial 
camera (TXG-50, Baumer [14]) with a resolution of 2840 × 
2040 and a speed of 30 fps. It was equipped with a PALNON 
panoramic lens (elevation 66°, depression 0°). Figure 5 shows 
an example of the panoramic image captured by an 
omnidirectional camera and a 2D skeleton coordinates of a 
participant in the experiment. In Figure 5, the left half of the 
image is hidden by a tripod. 

12 participants participated in the experiment. Figure 6 
shows the coordinates of reference points (Black cross 
marker) and the corresponding points of position estimation 
(Blue circle marker). In addition, red cross markers show 
averaged for each reference point. For each participant, we 
calculated the azimuth and distance using the proposed system. 
The errors were calculated as the Root Mean Square Error 
(RMSE),  
 

 𝑅𝑀𝑆𝐸> =	
?
6@
∑ ∑ 45𝜃63 − 𝜃5,37

+@
3B?

6
5B? 	 , (6) 

 

where n is the number of participants and m is the number of 
reference points. The RMSE for R was calculated in the same 
way. The RMSE for the azimuth was 1.30°, and the average 
error for the distance was 0.27 m. These errors are sufficiently 
small for the proposed system to be used in practical situations 
because the accuracy is sufficient for estimating the locations 
of patients between beds in a multi-patient room given that the 
proposed system enable multiple patients to be simultaneously 
detected using a single omnidirectional camera. In addition, as 
shown in Figure 6, no significant error was observed for up to 
5 m, indicating that a single omnidirectional camera can 
effectively cover a large multi-patient room. 

V. EXPERIMENT Ⅱ 
Experiment II was conducted to evaluate the accuracy of 

the proposed action classification method. Patient actions 
were collected as video data by having the participants 
perform the four target actions (rising from the bed, leaving 
the bed, falling down, and wandering), three times each for 
each participant. For each video frame, we classified the 
action using the participant’s skeletal information on the basis 
of the rules given in Table I. The results were calculated as a 
confusion matrix showing how well the actions were correctly 
estimated for all frames in the video. We calculated the 
accuracy and precision from the confusion matrix. The correct 
data was manually annotated while the video was being 
checked. 
 Table II shows the results of action classification as a 
confusion matrix for eight participants. Figure 7 shows an 
example of each action captured by the omnidirectional 
camera. The accuracy of estimating each action exceeded 80%, 

 
 

Figure 5. Example panorama image.  
 

 
Figure 6. Results of position estimation. 

 

TABLE I.  ACTION CLASSIFICATION RULES 

 
 

Inside the bed Moving Tilt angle [°] Joint angles [°] head position

Rising from the bed Yes No <±30 - high → low

Leaving the bed Yes → No Yes ±30<= → <±30 leg<45 → 150<=leg -

Falling down No Yes → No ±45<= - -

Wandering No Yes <±30 160<kne, 150<=elbow -
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and the precision was 60–70% except for rising from the bed. 
The number of false detections was high for each action, and 
the rising from the bed action could not be estimated for most 
frames. One reason for this is that the head movement in the 
vertical direction was not large. It is difficult to measure depth 
information for the joint coordinate occulted by other body 
parts; and difficult to estimate the body orientation. We found 
that our rule-based action classification using 2D skeletal 
images has limitations. We plan to develop a stereo type 
omnidirectional camera to get 3D skeleton images. 

The change in the joint angle for each action was quite 
similar for all participants. Figure 8 shows graphs of the 
overlaid changes in joint angle (elbow, arm, knee, and leg; 
both sides) with the time scale aligned across participants for 
the four actions. 

VI. CONCLUSION 
Our proposed patient monitoring system using an infrared 

omnidirectional camera for healthcare facilities enables 
detection and classification of various actions that can be 
dangerous for patients, such as, falling and wandering. 
Experimental results demonstrated that this system can 
accurately estimate the locations of multiple patients, enabling 
each patient to be identified in a wide area. This system should 
be applicable not only to healthcare facilities but also to 
facilities that have wide areas such as, factories and schools 
for use in detecting dangerous situations. 

Given the weakness of action classification, we plan to 
investigate the effect on classification accuracy of the use of 
machine learning to estimate the changes in joint angles. In 
addition, we plan to investigate the effect of using a stereo 
camera to obtain 3D images. For practical application, we will 
continue to work on improving the accuracy of action 

TABLE II.  RESULTS OF ACTION CLASSIFICATION AS CONFUSION 
MATRIX 

 
 
 

  
 

(a) Rising from the bed (b) Leaving the bed 

  
 

(c) Falling down (d) Wandering 

Figure 7. Example actions and skeletal information. 
 
 

[frame]

True positive False positive False negative True negative Accuracy Precision

Rising from the bed 601 3366 959 22511 84.24% 15.15%

Leaving from the bed 1087 539 828 24983 95.02% 66.85%

Falling down 2216 961 449 23811 94.86% 69.75%

Wandering 3727 2012 2231 19467 84.54% 64.94%

Confusion matrix

  
(a) Rising from bed (b) Leaving bed 

  
(c) Falling down (d) Wandering 

Figure 8. Overlaid change in joint angle with time scale aligned across participants. 
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classification, using only joint information for personal 
authentication to ensure anonymity, and integrating the 
system with our developed alert notification systems. 
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