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Abstract—Although layered P2P streaming is perfectly adapt
to heterogeneous network environments and heterogeaus
user requirements, it suffers from bad delay perfomance like
single-layer P2P streaming. In this paper, we anahe new
characteristics of Pull-based P2P chunk schedulingroblem
caused by layered coding, and propose a Pull-basedheduling
problem model aimed at enhancing the delay performace
under the guarantee of video quality for layered PR streaming.
And then we put forward a heuristic chunk scheduliny
algorithm with aperiodic scheduling interval, wheretechnique
for order preference by similarity to ideal solution (TOPSIS) is
utilized to solve several multiple-attribute decisbn making
problems. Finally, we develop a new metric compremsively
evaluating video playback quality and delay perfornance, and
simulations illustrate that our algorithm can greaty
outperform the existing classical related work by asmall
increase in control overhead.

Keywords-layered P2P streaming; heterogeneous peers;
chunk scheduling; delay performance; MADM-TOPSIS

l. INTRODUCTION

P2P Streaming wins a big success in the large sca

streaming systems in recent years due to low depoy
cost and high scalability. And the developmentviafbile

access technologies (like 3G and LTE) and widesprea

adoption of broadband residential access make stible
that computers, mobile phones and set-top boxee sfdeo
streaming in Peer-to-Peer in the emerging scenaeo,

heterogeneous network resources (especially battdwid

resources) and heterogeneous user requiremeneciasp
subject to user terminals’ limit, like display cajigs).
Layered coding is a promising solution adapted he t
emerging scenario [3]. Accordingly, layered P2Ratning
has drawn great interest in recent years [6][ 7HB12].
Mesh-Pull P2P streaming has been proved with high
practicability, scalability, capability of coping ithh peer
churn and bandwidth utilization than other P2P tsahs by
the success deployments of many commercial sofsyike
PPStream [1], PPLive [2] and so on. However, itfeggf
from bad delay performance [4][5], and this probleauld
be much worse in layered P2P streaming. The delgins
from two aspects: overlay construction and churiedaling.
On one hand, there are many related work [6][#ptus on
the overlay construction to meet QoS requiremedts the
other hand, much work about chunk scheduling fgerad
P2P streaming aims to maximize the system’s thrpuigh
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[6][8]. However, to the best of our knowledge, rthés no
work about Pull-based chunk scheduling to optimitze
delay performance under the guarantee of videoityufar
layered P2P streaming.

In this paper, we focus on the Pull-based chunk
scheduling problem of layered P2P streaming to mrén¢he
delay performance under the guarantee of videoitgual
the emerging scenario of heterogeneous upload and
download bandwidth, heterogeneous and dynamic
propagation delays, and heterogeneous requireraenigeo
quality, where computers, mobile phones and sebtofes
share video streaming. First, we analyze new ahgdle
brought by layered coding to Mesh-Pull P2P stregmamd
then propose a chunk scheduling problem model tonmize
the delivery time in a scheduling interval. Secgnale put
forward a TOPSIS-based, variable scheduling inteaval
heuristic Pull-based scheduling algorithm. Simoladi
illustrate that our algorithm can outperform theisBrg
classical solutions.

The rest of the paper is organized as follows. ti@ed!
presents the related work. Section Il describesv n

hallenges and chunk scheduling problem model yafréad

P streaming. Section IV introduces our schedulin
algorithm. We show the simulation results in Setthd.
Finally, Section VI presents our conclusion.

Il.  RELATED WORK

We briefly review the main chunk scheduling solosio
for layered P2P streaming.

PALS [9] focused on the Mesh-Pull chunk scheduling
problem, adopted a diagonal chunk priority orderthoe
and employed a Round-Robin method to request clfk.
aimed at optimizing the streaming transmissiongrerénce
in mobile ad-hoc network. LION [11] utilized altextive

et?aths and network coding to improve throughput.][12

studied the video-on-demand media distribution jemband
put forward a peer-to-peer streaming solution whedused
on how to optimally allocate the desired layers agno
multiple senders. In brief, these works aimed aximeing
the system throughput or delivering the satisfyingnber of
layers according to available bandwidths. Howeubey
ignored an important user experience, i.e., staitlpy, and
they did not simultaneously optimize delay perfonceand
throughput so as to have longer startup delay. efber, we
expect to decrease the startup delay caused bykchun
scheduling under the guarantee of video play gualit
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. CHUNK SCHEDULING PROBLEM MODEL Suppose decision variab@jk €{0,1}, “ ei”k =1" means

In this section, we will analyze new characterstaf  that scheduling peer, Rany peer in the system) assigns the
layered P2P streaming, and then propose a probledelm chunk G to the neighbor Pand Pwill send G as thel th
for layered P2P streaming. ] LR
o _ of assigned chunks tq;@therwise ‘Hmk =0".
A. New Charac.terlstlcs of Layered P2P Streaming ) According to above consideration, we model Pullebas
Layered coding [3] can be adapted to the emergingcheduling problem for layered P2P streaming inginer
scenario where mobile termlnals, pgrso_nal compues  scenario as an integer programming problem to nizrthe
set-top boxes share the video streaming in PeBe&r-way. delivery time of absent chunks (i.e., the objecfiection)
And compared with traditional P2P streaming, lagleR2P  nder the condition of ensuring the number of detd

streaming has new characteristics as follows: chunks as more as possible (Constraint k)):
» Layer characteristic of a chunk: layer characterist min{T} (1)

should be considered because decoding of chunks i t
upper layer depend on that chunks with the samée™~
time identifier have been obtained in all lowerdey @) T =max{T,T,,...T_, T}

e Heterogeneous video quality requirements: peer _
have diverse video quality (i.e., number of Iayers)so) T=d +q+ XNum/ B
requirements because of limits of different dowdloa _\SINT R W S K
bandwidths, different terminals’ screen sizes amd s ©) Num z'zlePr 2k=19”“<
on. L . . d eiljk = Hijk

e Congestion in download bandwidths of peers: study S
on traditional P2P streaming in Internet usually g = +d + XI/ ;
assumes that download links of peers are not the) b z'izlzszl(d" 4+ X8
bottleneck link [5] so that the number of neighbor f) ty < Deadlind qk)
peers delivering chunks is generally not limited. N
However, in the emerging scenario vast diversity g) Z__ Z'f'%k <1
among peers’ download and upload bandwidths =11l

results in that download links of peers may be thep) Zf"”"é*‘“ K g, <1
bottleneck links. Therefore, a peer can only rezeiv =P k=1
chunks simultaneously from limited number of i) Q,jk < ‘9|(|—1)jk

neighbor peers in a scheduling interval so as mot t .

the congestion in its download link. J eiljk = ellj «-1)

These new characteristics must be considered in the N OIS INO pHWHWNo K o .
model of chunk scheduling problem. k) Zi:1z,:1 i=p, zk:1pr|0r|tY(Cjk )Bix
B. Problem Model for Layered P2P Streaming > az Pr VG VL Z K Priority (C, )M .

In Pull-based chunk scheduling approach, each peer =P k= K
generally requests absent chunks in its requestomirfrom | ZN B,g(Num)< D
its neighbor peers autonomously and periodicallg péy = '
close attention to how to get an optimal chunk gassient 1, if Num =1

for a peer in a scheduling interval in which absgminks as M)  g(Num) ={ . B
more as possible can be obtained in the shortes, tin 0, if Num =0

order to improve the delay performance under therantee The symbols are defined in TABLE I. The deliwvéme in
of video quality. For the scheduling problem ofdesd P2P  this scheduling interval is the maximum of delivéinges of

streaming, we will consider the following factors: N neighbor peers, as shown in Constraint a). Caimétb)
« Absent chunks of a peer and their availabilitiegsn introduces that the propagation delay of requesisage,
neighbor peers. transmission delay of chunks and propagation delfy

«  Chunks’ time and layer characteristics. chunks should be considered when evaluating thiwedgl

+  Heterogeneous video quality requirements of peers.time of chunks assigned to. RConstraint c) shows the

+  Heterogeneous and constant upload and downloa@umber of chunks assigned to neighber ®onstraint d)
bandwidth of peers (It can be extended to variabléequires chunk fcan be assigned to neighbgoRly if the
bandwidth scenario by utilizing bandwidth heighbor Phas the chunk & Constraint e) introduces how

measurement or prediction approaches [19], which i§0 quantify the delivery time of a chunkyClike the

not what we cares about.) quantification of T. Constraint f) requires that chunk,C
« Congestion avoidance by limiting the number of Must be obtained in its deadline. Constraint guireg a
neighbor peers delivering chunks. chunk can be assigned to one neighbor peer at most.
«  Heterogeneous and dynamic propagation de|ayg:onstra|nt h) requires a neighbor delivers one chunk at
among peers. most to Rin | th sequence. Constraint i) requires a neighbor
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TABLE I. NOTATIONS
Symbols Description (all the symbols are confined to a scheduling irgkrdelivery time is the absolute time; time uni,,
K*X/Rate, is the absolute time of K chunks with $mme time identifier due to the layered partitibnideo.)
T Delivery time of chunks from requested to obtaibgdcheduling peer,P
T Delivery time of chunks assigned to neighb; from requested to obtained by scheduling p«
dsi Propagation delay from scheduling peetofheighbor P
dir Propagation delay from neighbart®scheduling peer, P
Num Number of chunks assigned to neighbpr P
Cik Identifier of chunk representing jth time unit att layer (K is the maximum number of video layet$s the maximum
number of time units of vide
Hix €{0,1} “Hix =1" denotes neighbor Ras the chunk g otherwise, “H =0"
ik Delivery time of chunk ¢ by neighbor P
X Size of a chunk
Rate Bit rate of video playback with K layers
Bir Available upload bandwidth from neighbg to scheduling peer;
Dr Download bandwidth of scheduling pe¢
Deadline(G) Playback deadline (absolute time) of chunk C
Priority(Ci) Priority value of chunk g
pr€{1,2,....3} Number of time units of chunk being about to beygthby scheduling peer P
Wa Number of time units held by A at
Wg Number of time units held by B (i.e., urgent) area
Wc Number of time units held by C (i.e., loose) area
S Set of absent chunks in request window of schegigiger P(S, ={ Cj | Hix =0, k=K, p<sj<spr + W + W })
M €{0,1} “M j =1" denotes chunkCcan be provided by some neighbor peer (1% Hi =1); otherwise, “M =0”

P, can deliver a chunk in higher sequence tority if there
are assigned chunks in all the lower sequencesinfdeder
to reduce the delivery time of chunk. Constrainefjuires a
chunk can be assigned to some neighbor only ifttel
chunks in the lower layers have been assignedrderdo

decrease the number of chunks which cannot be ddcod

Constraint k) requires that sum of all the assigolednks’
priorities should be bigger than times of sum of all the
chunks’ priorities, which can be provided by neigis)

which ensures the video play quality; Constrdiptrequires
sum of upload bandwidths of neighbors deliveringnits to
P, is less than or equal to the download bandwidth eb as
not to the congestion in its download link. Conistran)
shows “g(Nur) =1" represents neighbor; Rvill deliver
chunks to R otherwise “g(Nun) =0".

Formula (1) is called distributed and local delgghmum
chunk scheduling problem model under the guaraofee

some neighbor peer one by one following the chuidkipy
sequence;

2) Candidate neighbor selection problerbue to the
limit of download bandwidth, Pshould select candidate
neighbor peers used to deliver chunks from its himig
peers in order to avoid the congestion;

3) Chunk assignment problerR: should assign a chunk
to a neighbor which deliver the chunk and chunlsgasd
in the shortest time;

4) Aperiodic scheduling intervalttoo long or too short
scheduling interval would result in the longeragebr more
repeated chunks, therefore we develop an aperiodic
scheduling interval based on delivery time of abskninks
in each scheduling interval to reduce the delagumnber of
repeated chunks.

TOPSIS [14] is utilized in the following design $olve

video quality for layered P2P streaming. The integethe MADM problems. Due to the limit of space, we mtat

programming problem is a NP-hard problem with*N
combination solutions [13], where ||Ss always a large
number. Therefore, we propose a distributed andidtieu
scheduling algorithm to solve the problem.

IV. TOPSISBASED SCHEDULING ALGORITHM

According to the above problem model, we propose
heuristic and TOPSIS-based chunk scheduling algaorior
layered P2P streaming. First, we’'d like to empreasiz four
important problems:

1) Priority ordering problem: Considering the
characteristics of chunks in layer and time (seme chunks
must be obtained as soon as possible, and otheksloan
be obtained later), scheduling pegisRould order its absent
chunks by their importance to. Bnd assign the chunk to
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introduce the TOPSIS in detail. As described if,[¥ can
quantify and order the alternatives according tdopmance
data for n alternatives, attributes and their wisigh

B. Chunks’ Priorities Ordering

For layered coding, the video stream is encoded int
geveral layers, and each layer is partitioned wtianks.
Thus each chunk (¢ has a layer ID (i.e., k) and time unit
ID (i.e., j). Buffer, shown in Figure.l, is divideédto three
parts: A area, B area (also called urgent arealaybpck
window) and C area (also called loose area). A ateges
video chunks just played. Urgent area is closelagback
point, and each new peer cannot start playing iheowuntil
obtaining the large part of or all the chunks iis threa.
Request window is composed of B and C area andem pe
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hopes to request absent chunks in request windom fts  three attributes: Propeity Property and Property And the
neighbor peers in each sqhedullng interval. _ corresponding weights ag.;. © ¢z and @ ¢, Wherew ¢ >
Quantifying and ordering the absent chunks is a MAD , . and o c3 >0 ¢y (@ o1t © cat © c=1). © 3 is the largest

According to characteristics of layered coding fatiributes

should be considered as follows: w1 leads to higher video playback quality while thegéa

w ¢4 brings higher playback continuity. Thereforec; and
Playback Point Request wcy are a tradeoff between playback quality and plelba

Window®) " continuity. The set of absent chunks js(§{Cj | Hy =0, k

Loose area <K, pt Wg<j<p, + Wg + W, My=1}). According to
TOPSIS, performance datg.an=| Sc |, m=3) of chunks

obtained by Formula (2,4,5), monotonicity and weigh
each property are put together to quantify the kbkun

T priorities, denoted as Priorjgy(Cy), and order the chunks.
Utilizing the above chunk priority algorithm, the
priorities of chunks in §=SgU Sc) can be quantified, and

« Layer ID of chunk G (denoted as Proper(fy)):  We can obtain a chunk sequence,@...,Cg) with S=| $|.
the priority of G increases with the decrease of its C. Candidate Neighbor Selection

layer ID.
Pr)()perty(cik): Kk 2 Scheduling peer should choose as more neighbos peer

«  Number of chunks which cannot be decoded due t¥/ith higher performances as possible as candidzighbor
the absence of chunk,Gdenoted as Propestf;)): peers whose upload bandwidths’ sum is less thagwal to

the priority of the chunk i the decredse Its download bandwidth to avoid the congestion.
itsepp;gggr}[/y(%jk).ec tnk increase as e decrense We adopt TOPSIS method to quantify neighbors’

\_ v K _ importance index;l(i.e., the importance degree of neighbor
. EILOnﬁggf(;?k%_eighgg?slHﬁsaving chunk, @enoted a(é) peer Pto scheduling peer P Two factors affecting.lare
Property(Cy): the priority of G, increases with the the chunks owned by neighbor peer and the capaluifit

! ; neighbor peer delivering chunks.
decrease of its Propeg(¢;), because this strategy gIJZirst vF\)/e adopt the sgum of priorities of chunksdezkby
can achieve good performance [15][16]. '

N P, and owned by Pto evaluate the first factor, because
Propert)g(Cik)_: X s=0sik ) (4) ditferent chunks have different priorities or imfzorce for R

* Number of time units of the playback deadline of considering the design of urgent area and loose awe take
chunk G (denoted as Propeg{iy)): the priority of  gum of priorities of chunks owned by iR urgent area and

Urgent

T<— Buffer

Figure 1. Design of Buffer

Cj« increases with the decrease of its Propep). sum of priorities of chunks owned byiR loose area as two
Property(Gy)=j-pr 5)(  attributes (PR and PR):
Considering the characteristics of urgent and |@uses, PR. = H. Priorit c (6)
we design the chunk priority algorithm as follows: Rei = CZD: x Priority 5 (Cy)
1) The priorities of chunks in urgent area are highan 5 o
ones of chunks in loose area, because chunks enuegea PR, = D, HyPriority (Cy) )

are closer to playback point. CxB8e _
2) Scheduling objective of chunks in urgent area is to 1€ corresponding weights of Rfand PR; are » g and

reduce the number of chunks which cannot be decadeti ©c Where®g >w . That is because chunks in urgent area
to obtain video chunks with more layers (i.e., eighideo '€ closer to playback point and more importanvitteo
quality). Therefore, we consider three attribufmperty. play quality. With the rise of>g oOr © ¢, I increases.

; : Secondly, the capability of neighbor peerdElivering a
Property and Property And the corresponding weights are chunk (denoted as Performay)ds the third attribute, which
wpyy Wgy and © gy, Wherew gy >w g> w gy (@ ot @ gyt

is evaluated by the propagation delay of requessage, the

@ gs=1). @y iS the largest value in order to decrease the,onagation delay of a chunk and transmission def&y:
number of chunks which cannot be decoded to imptbge Performance X/B;+d;+d; 8)

video play quality. The set of absent chunks is #iea is @ The I; of neighbor peer decreases with the increase of
(Z{Cik | Hj =0, k=K, pr<sj=<pr + Wi, Mj=1}). According to  Performance The corresponding weight of this attribute is
TOPSIS, performance datana(n=| Sg |, m=3) of chunks . Candidate neighbor peer selection is greatiytedlao
obtained by Formula (2,3,5), monotonicity and weigh the current scheduling situation and the numbechafnks
each attribute are put together to quantify thenkbu owned by candidate neighbor peers affects the nurobe
priorities, denoted as Priority(C), and order the chunks. ~ chunks which can be delivered, s0g +© ¢ >w, (0 +

3) Scheduling objective of chunks in this area is to®ctw,=1).
obtain more chunks so that these chunks with a Viggo According to TOPSIS, performance data af neighbor
quality can enter the urgent area. Therefore, wesider —Peers (n=N, m=3), monotonicity and weight of eaithitaite
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are put together to quantify the |

assigned from the delay matrix (2500*2500) in thteinet

By I, we can order the neighbor peers and obtain themeasurement [18] and reassigned every five sec@ndsto

decreasing sequence,...,P\). The candidate neighbor
selection algorithm is to choose the firstrigighbor peers so

the unpredictability of TCP retransmission delaypRJis
adopted. And we assume packet loss ratio is 2%. The

that sum of these ,Neighbors’ upload bandwidths is equal streaming server’'s upload bandwidth is 2Mbps ané th
to scheduling peer's download bandwidth. Maybe, théandwidth distribution and desired video qualities three

upload bandwidth of iz cannot be fully utilized due to the
limit of scheduling peer's download bandwidth. Téfere,
the set {R,P,,...,P\: } is the candidate neighbor peers set.

kinds of peers are shown in TABLE II.

D. Delay-Optimum Chunk Assignment

For the chunk sequence 4(C,,...,Cs) and candidate

neighbor peers set {,...,Py }, scheduling peer choose

neighbor peer in {BP,,...,Py} for each chunk one by one

TABLE II. BANDWIDTH DISTRIBUTION AND DESIRED VIDEO QUALITY
Mobile PCs Settop boxe:
terminals

Upload(kbps 30C 60C 100C

Download(kbps | 200(C 400( 800(

Video qualit 2 layer: 6 layers 10 layer:

Ratic 30% 40% 30%

following the chunk sequence. Due to the same clsige

the delivery time of a chunk only depends on theA. Metrics

transmission bandwidth of a neighbor peer and watien
delay between the neighbor and scheduling peereidre,
delay-optimum chunk assignment algorithm is
scheduling peer greedily chooses the neighbor wbéch
meets the formula (9) (i.e., choosing the neighgear which
delivers the chunk in the shortest time) for eatiunk
according to the chunk sequence.

min{t,} =min{ > 2> "(d, +d, + X/ B) g} ©

E. Aperiodic Scheduling

Pull-based chunk scheduling algorithms [9][15] Uisua
adopt constant periodical scheduling interval. Bhiaécause
they cannot quantify the delivery time of each skhiag. If
the interval is too long, there exists a span whpload
bandwidths of neighbor peers and download bandwadith
the scheduling peer are idle so as to decreasetittzation
of bandwidths and increase the video play delayd Arthe
interval is too short, the scheduling peer may estjghunks
which have been requested in the last schedulitegvial so
as to waste the bandwidths of neighbor peers ameblsting
peer and also increase the play delay.

In our algorithm, we adopt the aperiodic scheduling

interval, and take the delivery time (i.e,,
T=max{Ty,T,,...,Tn;}) of chunks in a scheduling as the
interval between this scheduling and next schedulirhis
will reduce the idle time of upload and downloaddbaidths
and the number of repeatedly requested chunks rthefu
improve the delay performance.

V.  SIMULATION AND EVALUATION

To validate and evaluate our scheduling algorithva,
have conducted extensive simulations based on Pe§t3).
We only focus on the chunk scheduling algorithnd ao
adopt the same overlay construction approach [y]the
beginning, 100 peers join in the system and maka opesh
with eight neighbor peers. The video with 100s tianais
divided into chunks with the same size 1250byteselto a
maximum of MTU, and encoded ten layers with 100kbips
each layer. The buffer has 10s duration with requésdow
of 8s duration. A new peer joins in the system gu@ro
seconds and an online peer quits the system eWeeg t

that

For layered streaming, we adopt the following nastri

e Layer delivery ratio: Ratio of the number of a peer
video playback layers to one of its desired layers.
This metric reflects the peer’s video playback igyal
Useless chunks ratio: Ratio of chunks unable to be
decoded for a peer. This metric should be kept low.

 Number of control messages: Number of a peer’
control messages, like chunk availability messages,
request messages, maintenance messages for peers
departure. This metric reflects the control ovethea

(A4 Ay)-Startup Delay: A peer usually starts to
playback the video after obtaining all or the large
part of chunks in playback window. With the rise of
playback window, a peer has more time to request
the absent chunks so as to have a better videtyqual
however, have a longer startup delay; otherwise, a
peer has a worse video playback quality and a
shorter startup delay. This metric represents the
minimal startup delay for a peer when it enjoys the
video quality withA ; layer delivery ratio and ,
useless chunk ratio. This metric comprehensively
reflects a peer’s video quality and delay perforoean

B. Effects of algorithm parameters

In our chunk scheduling algorithm, there are sdvera
important parameters: the weightso g, @ g, © 1], the
weights [© c3 ® ¢4 © ¢q] and the weightsdg © ¢ w .

Figure.2 shows the cumulative distributiomdiion of
peers’ (0.999,0.001)-Startup Delay with differentg, g4
w g1], and the performance decreases by the configuraj
7,4, 1, 3,5, 6. For different configurations, fscleave better
delay performance with larger ratio 6f g, Oor w g4, like
configuration 1,2,3,4 and 7; peers have worse delay
performance with larger ratio obg;. That is because for
chunks in urgent area g, affects useless chunk ratio, and
lower useless chunk ratio may result in higheliaailon of
download bandwidth, and then higher video playlmpgiity;
the largero g4 makes scheduling peer prioritily request
chunks closer to playback point, which improves trdzo
playback quality; the larger g; makes scheduling peer

seconds. Propagation delays among peers are rapdonRrioritily request chunks in lower layers and ygtare the

Copyright (c) IARIA, 2010 ISBN: 978-1-61208-103-8
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absent chunks to be played soon, and then resudtsiviorse
video play video, like configuration 5 and 6. THere,

the guarantee of high video quality and the cométian [0.5

0.3 0.2] is adopted in the following simulation.

Figure. 3 shows the cumulative distribution functiof
peers’ (0.999, 0.001) —Startup delay with diffefents © ¢4
w 4], and the performance decreases by the configuor&tj

importance index and when each of them is smagtleers
have the worse delay performances, e.g., configur&, 6,

w o> W g1>w gy caN achieve better delay performance under are better than configuration 1, 2, 3, 4. Thdtesause g,
wcandwp are respectively responsible for playback quality
of video to be played soon, the number of chunkbase
area affecting the video quality of entering urgarda, and
the delivery time of chunks. Besides, compared \tfith

other weights, ® ¢ is a little more important,

eg.,

1, 6, 3, 4, 5. Whem 3 is bigger, peers have better delay configuration 7 is better than 5 and 6. That isabse the
larger o ¢ is to obtain more chunks in this scheduling
w3 OF ¢y iS bigger, peers cannot achieve better delaynterval and ensure high video quality entering imrgent
area. Therefore, following thab cis a little larger thanw g

and » p can achieve better delay performance under the
guarantee of high video quality. And the configimat[0.3

0.4 0.3] is adopted in the following simulation.

performance, like configuration 1, 2 and 6; othermyieven if

performance, like configuration 3, 4 and 5. Thabézause
the bigger 3 is illustrated in [15][16] to achieve better
delivery performance. Therefore) cs> c;and o ¢3> w ¢4
can achieve better delay performance under theagtese of
high video quality and the configuration [0.8 0.11]0is

adopted in the following simulation.

Figure. 4 shows the cumulative distribution functiof
peers’ (0.999, 0.001) —Startup delay with differpats © ¢
w p], and the performance decreases by the configuratj

6,5, 4, 3, 1, 2. Three weights are important fesctd

5 1[0.40.40.2]

2[05030.2] [
—2—3[020503
081 4010504 [
o7ll ——5020308 |
6.[0.30.30.4]

7.00.50.20.3]

0.9H

0.6 H

X e e

Ratio of Peers

0.4F — — -
0.3 — — —1— — .
0.2 — — -

01— —

1000

1500

2000 2500 3000 3500 4000

(0.999 0.001)-Startup Delay(ms)

Figure 2. CDF of peers’ (0.999,0.001)-Startup Delay with efiéint [« g,

gy Wp]

Ratio of Peers

—+—1.[0.4,0.3,0.3]
1—+—2[08,0.10.]
3.[0.1,0.6,0.3]
—o—4[0.1,0.3,0.6]

5.[0.1,0.45,0.45]
6.[0.8,0.15,0.05]
| |

1000
(0.999 0.001)-Startup Delay(ms)

1500 2000 2500 3000

Figure 3. CDF of peers’ (0.999,0.001)-Startup Delay with efifint [o ¢;
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C. Comparisons

We compare our algorithm with two classical related
work PALS [9] and Random Scheduling [15] to verifyr
algorithm’s performance.

Figure. 5 shows the cumulative distribution funetiof
peers’ (0.995, 0.005) —Startup delay with different

1

09 - - - - ---

08F-------

07 ——— =~ —

Ratio of Peers

03F-------

02F - -----

01f — — — -

0

06F ——— ——b—
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scheduling algorithms and our algorithm reducessthetup
delay respectively by 48.6% and 57.9% than PALS and
random scheduling. PALS adopts Round-Robin schegluli
algorithm to ignore the differences among capadbditof [5]
neighbor peers delivering chunks; Random scheduling
algorithm ignores not only the differences amongatdities [6]
of neighbor peers but also the differences amoiugifes of
absent chunks. These result in not achieving hidgnger
delivery ratio in shorter time for PALS and Randomf[7]
scheduling. Our algorithm proposes a priorities’
quantification method based on the characteristiasrgent

area and loose area, and prioritily requests chumikis (8]
higher priorities from neighbor peers which delitieem in

the shortest time. Therefore, our algorithm canieah [9]
higher layer delivery ratio in the shortest time.

Figure. 6 shows the cumulative distribution funatiof
peers’ number of control messages when achievirBP80  [10]
0.005) —Startup delay for different scheduling &lhmns.

And our algorithm increases respectively by 6% artfo

than PALS and Random scheduling. The rise of nurober
control messages for our algorithm results from rike of [11]
number of request messages which are used to db&alost
chunk due to link loss, which improves the layeliviey [12]
ratio. However, PALS and Random scheduling do raseh
enough time to request the lost chunks due to thesev [13]
performance of their scheduling algorithm.

In summary, our algorithm can greatly (respely [14]

48.6% and 57.9%) outperform two classical approsche
PALS and Random scheduling by control overheadéhisl  [15]
increase (respectively 6% and 5.5%).

I.  CONCLUSION [16]

In this paper, we proposed a Pull-based clsehkduling
problem model and TOPSIS-based chunk scheduling7
algorithm for layered P2P streaming in the emerging
scenario to deal with the problem of long startefag. And  [18]
simulations illustrated our algorithm could greafighance
delay performance under the guarantee of high vipedity
than the existing classical related work by a sligbrease of
control overhead.

[19]
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